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A PREFACE :
it
»! . This report was originally written as a manuscript for a paper submitted to IEEE Transac-
) tion on Automatic Control in June 1983. In the process of modifying the manuscript, we had to
condense its technical discaussions considerably and omit many details. One of our motivations
] for writing the paper, however, was our recognition that the multitarget tracking problem is a
_ non-conventional estimation problem and needs a new mathematically sound foundation. Thus
¢ l : we intended in this report to present the complete mathematical descriptions which we could not W
3 . . . . . . . . 1
0 - include in the article. Naturally, our main objective in this report was to make every step in .
y theoretical development as clear and rigorous as possible, even at the expense of some readabil-
» ity. The two major results are stated in the form of two theorems. Several details have been J

-—

added in order to ensure theoretical completeness. The review of the recently published NRL )
report by Dr. LR. Goodman has been added. In effect, this report summarizes our efforts at -
AL&DS. , from 1980 to 1984, to create a general theory of multitarget multisensor tracking.
) Our original intention of writing a two-part paper remains; in the near future we will complete )
Part II, which will contain implementational issues such as hypothesis management with several
illustrative examples.

F 3
A i The theoretical development for this report was mainly supported by the Defense Advanced ¥
(& Research Project Agency under contract MDA903-81-0333. The documentation preparation was s
; supported by the continued contract MDA903-83-C-0333. \,
(1]
o I‘ August 1984, Shozo Mon ]
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* S. Mori, C-Y. Chong, E. Tse and R. P. Wishner, *‘Tracking and Classifying Multiple Targets Without &
A Priori 1dentification.” IEEE Trans. on Auto. Contr., Vol. AC-31, No. §, May 1986. ™
** 1n 1985 Advanced Information & Decision Systems changed its name to Advanced Decision Systems
: (ADS). ‘:
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Second Preface

A final draft of this report was completed in August, 1984, as mentioned above. Due to
very unusual circumstance, it has remained in that state for almost three years. Since we have
cited this report in other papers, we are obliged to publish it. I hope that this process will be
finalized in teh immediate future.

April 1987, Shozo Mori
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ABSTRACT
. ~ . 'Based upon a general target-sensor model which
: allows dependence among targets and state-dependent
target detection, a Bayesian solution to the multitar-
I get tracking problem is derived. When this solution is

applied to a special class of models, a less general but
more implementationally feasible class of algorithms
‘ ! is obtained. Representative existing algorithms are
then compared with our results. By doing so, we’pro-
. vides’a unified view on Bayesian approaches to the
multitarget tracking problem. Part I covers most of
the analytical results, while in Part II, hypothesis
management and other issues pertaining to implemen-
tation of multitarget algorithms are discussed with
several examples.
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NOMENCLATURE

Explanation

the set of x satisfying condition C.
a singleton: the set whose only element is x.

the set consisting of x,.....5,: {x;, - - X, }={x, [1<i<n} (When
n =0, the set is empty.).

the standard set theoretic notations: member of, union, intersec-
tion, subset of and proper subset of.

the set substruction operation: A\B={a €A |b¢B}.
the direct product: AxB={(a b)|a€A and b€B}.

the cardinality of a set: # (E) is the cardinality of set E, i.e., the
number of elements belonging to E .

a function defined on set A taking values in set B.

indexed tuple: theoretically equivalent to a function a defined on
set I or {1,...1}.

factorial: n '=1.2...n.
function composition operation: (§ g }(x)=Ag (x)).
the indicator function of set E: x(e ; E)is 1if e €E 0 otherwise.

the semi-norm on a Euclidean space defined by a nonnegative
definite symmetric matrix A: |x [F =xTAx where x7 is the tran-
spose of vector x.

the assignment function at data set k: a random function defined
on a subset of the target index set I; & {1,....Ny } taking values in
.IM(k)Q {1,.....Ny (k)} where Nr is the total number of targets
and Ny, (k) is the number of measurements in data set .

the set of all the one-to-one functions defined on set / taking
values in J .
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Ant (k)
Bra (k)

Dom (f)
EC),ECI)
a (1)

falCl)

_ May 12, 1988 Nomenclature

a 0-1 matrix representing the constraint in the 0-1 integer pro-
gramming form of hypothesis evaluation.

the normalizing constant for the batch-processing type hypothesis
evaluation for the hypotheses on the cumulative data set Z*7 iy
1.i.d.-Poisson cases.

the normalizing constant for the modified batch-processing type
hypothesis evaluation for the hypotheses on the cumulative data
set ZX) in ii.d.-Poisson cases.

the density of new targets (Reid’s terminology in [4]).

the false alarm density: fry (k)=vpa (k) p; (Y,,) where vey (k) is
the expected number of false alarms in data set k and pu, (Y, ) is
the scan (search) volume of sensor s;.

the normalizing constant for the recursive hypothesis evaluation
equation at data set k in general cases.

the normalizing constant for updating the number-of-target distn-
bution at data set k in general cases.

the normalizing constant for updating the target state distribution
at data set £ in general cases.

the normalizing constant for updating the track state distribution
conditioned by a cumulative data set Z restricted by a track r
with a measurement value y in ii.d.-Poisson cases.

the objective function coefficient vector in the 0-1 integer program-
ming form hypothesis evaluation.

the domain of function f.
the mathematical expectation; unconditional and conditional.

the transition probability of the target states in general cases when
the number Ny of targetsis n.

the state transition probability for each individual target in i1d.-
Poisson cases.
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g0 jx k)

H(Z®))

A (X)

Ipr (k)

J ,J,J%®

Jra (k)
Ty (k)

jra(m21k)
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the density of extended state-to-measurement transition probabili-
ty at data set k: (v |x k) is py(y |x k)pp(x [k) if y #6 (real data
-- target detected) 1 =pp(x [k) otherwise (no data — target un-
detected).

the set all the (data-to-data) hypotheses on cumulative data set
AYRS

the state-to-measurement matrix in linear-gaussian measurement
models.

the objective function in the 0-1 linear programming form of hy-
pothesis evaluation.

the set of all the indices for the targets detected in data set k: r]
Ipr (k)=Dom (A, ) . )

the target index set: /7 ={1,...,Nt } where N is the total number i
of targets. '

the cumulative measurement index set up to data set k (when the
superscripts are dropped, J is the measurement index set for the
currently available cumulative data set and J for the same minus -1
the most recent data set).

the set of indices for all the false alarms in data set k:
Jea (kK)=J (kNI (A,)

-

the measurement index set at data set k: Jy (k)={1,....Ny(k)}
where Ny, (k) is the number of the measurements in data set .

the set of indices for the false alarms in data set k hypothesized by
a hypothesis A given Ny, (k)y=m: ‘
jra(m X [k)={j E{l,.--m}l(i,k)éfeux(r L3)2

indices for data sets.

the likelihood of (z(k)\), i.e., the data set z(k) and the data-to-
data hypothesis A, given the cumulative data sets Z%~" and the
predecessor hypothesis X, in general cases.

the likelihood of measurement y given a cumnulative data set res-
tricted by a track, Zf , in i.i.d.-Poisson cases.
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IA-(r,Z(K)) the track likelihood of track 7 given the cumulative data set ALY

.
14
PV TN

-
at data set K in 1.i.d.-Poisson cases. ’
hot
;(‘,.Z(K)) the modified track likelihood of track 7 given the cumulative data :
set Z®) in ij.d.-Poisson cases with the Poisson number-of-falsc- ".
alarm assumption. ‘:
AW the random collection of sets of measurement indices in the cumu- |
lative measurement index set J*), representing the measurements :-f_
- from the (real) targets. (Each possible realization of A, is called a B ::
data-to-data hypothesis on Z&). The subscript & is dropped when :)‘
there is no fear of confusion. ety
)
AL data-to-data hypotheses: X is the unique immediate predecessor of g
A g
. . . . )
V4 the data-to-data hypothesis X restricted by the cumulative data N
set Z. %
24
Mew the set of newly initiated tracks (hypothesizing newly detected tar- | ﬁ::
gets) in data-to-data hypothesis \. L
‘ 1
Noid the set of previously initiated tracks (hypothesizing previously .":
detected targets) in data-to-data hypothesis \. f %
.(.,-\
U the hybrid measure on the measurement value space Y, for sensor :
5. 2l
oo
Npr (k) the number of targets detected at data set k: "
Npr (k)=# (Ipr (k))=# (Dom (A,)). I
|'..I
Nga (k) the number of false alarms in data set k. e
Ny (k) the number of measurements in data set k. .ﬁ ! Y
Nyt (k) the number of targets which are detected at data set k for the first '\ "
time. :"‘ ‘
- p: !.
Ny the total number of targets iy
— . »®
Ny the a priori upper bound on the total number of targets (possibly N
+oo such as in 1.i.d.-Poisson cases). 5
4
b
Vo the a priori expected number of targets in ii.d.-Poisson cases. :
l"
Vra (k) the expected number of false alarms at data set k. : -
f
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the a posteriori expected number of undetected targets at data set
k.

the function defined on A, taking values in the target index set

2 {1,..,N7 }: O uniquely assigns a target index to each 7 in
A,. (We call every possible realization of € a target-to-track hy-
pothesis. The subscript is dropped when there is no fear of confu-
sion.)

target-to-track hypotheses: hypotheses on the realization of €: T
is a restriction of w.

the detection probability function in general cases.

the a posteriori probability of each data-to-data hypothesis at data
set k (hypothesis evaluation function).

the measurement value probability density function in general
cases.

the number-of-false alarm function in general cases.

the a posteriori distribution of the number Ny of targets given a
data-to-data hypothesis at data set k in general cases.

the a posteriori target state distribution given the number of tar-
gets and a data-to-data hypothesis at data set k in general cases.

the probability measure on the underlying probability space.
the detection probability function in i.i.d.-Poisson cases.

the maximum value of the detection probabxlny function in 1i.d.-
Poisson cases.

the density of the distribution of the false-alarm values in i.i.d.-
Poisson cases.

the density of the target-state-to-measurement transition probabil-
ity in 1i.d.-Poisson cases.

the number-of-faise-alarm probability distribution in i.j.d.-Poisson
cases.

the track state distribution conditioned by the cumulative data set
restricted by a track, i.e., -Z_f

viii

l“".‘ '.F‘.f -*'_.1’1‘.1' "". -~.fﬁ}\."-'_.\._\' ‘,;_\".'-‘."'.) o ] '(’"-' . :, , -’ ’fk;f\—" '-V'" f'\f"

L..._.I

—

= { S

L—-S

-t

S e

r=

J

S o

PEEL L,

-y aa
I

iy

A

s

[
.

L L= el

{ﬁl"l {"".',

P §
v

'5."7,- e e e,
- N e

T
.,\//’. " “.

LeEF
oz

W
N .

v s
e

w

f'l

e g, Ly
4 LA

Y

3
t:

f ‘. fxf.'f'\" ,



T R-1048-01 | EUTRERDIE Nomenclature

the n-target permutation homeomorphism.

a permutation on {1,.....

a labcled partition (Goodman’s notation in [S)).

the a priori target state distribution when the number A} of tar-

gets is n in general cases.

the a priori target state distribution common to all the targets in
i.1.d.-Poisson cases.

the error variance matrix in i.i.d.-Poisson linear-gaussian cases.

the set of -eal numbers.

the set of sensors.

a super-sensor (used to explain the PDA and JPDA algorithms).

the sensor which generates the k-th data set.

W Y% A

Tk -1 the target state prediction variance in i.i.d.-Poisson-gaussian cases.

- - e -

"o

the symbol for "nothing,” "no target present,” or "no measurement
E generated.”: according to the usual convention, the set of all the

[ T(Z(")) the set of all the tracks on the cumulative data set Z&). o
‘.

- i the time at which the k-th data set is generated. “
[ :

Y

2

functions defined on the empty set taking values in a nonempty ;

v set consists of a single element whose domain and range are both P

. . . . . A

1 empty. 6 1s a generic symbol for such a special function. A
v ?
1" . | A
, T a track: a subset of a cumulative measurement index set such that ;

it contains at most one measurement index set for each data set.

i- W) the set of all the target-to-track hypotheses consistent with a
-y data-to-data hypothesis A and the condition that Ny of targets is
n.

T R SR IY N I

the common space for the individual components of target states
in i.i.d.-Poisson cases.

the target state component when the number Ny of targetsis n in
general cases.
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xc
xl
X,

X()
x (1)

Tk k=1

z2(k)

Y

R oy 2. 1085

the space for the state component common to all the targets when
the number Ny of targets is n in general cases.

TR-1038-01

the space for the collection of individual components of target
states when the number Ny of targets is n in general cases.

the individual target state space: X/ =X/ x--xX/(n times), in gen-
eral cases.

the target states at timet in general cases.
the state of the i-th target in i.1.d.-Poisson cases.
the predicted target state in the i.i.d.-Poisson-gaussian cases.

the 0-1 vector representation of a data-to-data hypothesis in the
0-1 integer programming form of batch-processing hypothesis
evaluation.

the measurement value space for sensor s.

the measurement value assigned to track 7 at data set k: y[r|k]is
y; (k) (the value of the j-th measurement) if (j k)Er and is § oth-
erwise (there is no j such that (j k)e€r).

the measurement value of the j-th measurement in the k-th data
set,

cumulative data sets: Z*) is the cumulative data set available at
k. When the super scripts are omitted, Z represents a currently
available cumnulative data set and Z is the same minus the most
current data set.

the cumulative data set restricted by track r.

Z={y [r 1k}k) |G k)k)EZ}
)Nu(k)

the k-th data set: z(k)=((y; (k)); 21 "N (k )tk Sic), where Ny (k) is
the number of measurements and y, (k) is the value of the j-th
measurement in the data set. The k-th data set is generated by
sensor s, at time f,. The k-th data set is occasionally simply
called data set k.

the set of all the nonnegative integers.
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TR-1048-01 : _ May 12, 1988 Section 1

1. INTRODUCTION

Multitarget tracking is a problem for tracking and classifying a (generally unknown)
number of homogeneous and/or heterogeneous objects (called targets as a generic name), based
on origin-ambiguous noisy measurements from homogeneous and/or helerogeneous sensors,
where some targets may not be detected and some measurements may not originate from any
object of interest (false alarms, clutters, etc.). When the origin of each measurement is known,
tracking and classifying are reduced to joint estimation of continuous and discrete (respectively)
parts of states of stochastic processes based on discrete-time observation. Multitarget tracking
problems are technically very interesting because they may require formalism which cannot be
found in traditional estimation problems. They have great importance due to their wide range
of applications such as air defense, air traffic control, ocean/battlefield surveillance, etc. In the
past two decades, this new field has attracted numerous researchers. Past achievements are well
documented in the survey paper (1] and the Naval Ocean Surveillance Correlation Handbooks,
[2] and [3]. The introductory section of [4] contains a short but exce'lent survey and a recently
published report {5] discusses representative past results extensively. Despite considerable efforts
spent in this area, the present stage may well be characterized as an unorganized collections of
numerous "named” or "unnamed" algorithms. As correctly pointed out in (5], no general multi-
target tracking concept has been created. This failure may be attributed to the general trend
that many algorithms are developed in very problem-specific ways and based on special assump-

“tions. One of the objectives of this report is to create a set of basic concepts upon which

researchers can communicate with each other.

In a recent paper [6], an attempt was made to create a unified view on this subject by
describing the multitarget tracking problems in terms of a special class of dynamical systems,
i.e., event-driven linear stochastic systems. In multitarget tracking problems, however. when
target detection and measurement assignment to targets are considered as an "event” process,
such a process is clearly driven by the target state process, not vice versa. In this report, we will
present a completely different view on the subject. We contend that the multitarget tracking
problem is "unconventional” or "non-classical” in the sense that it calls for a new type of
mathematical modding and formalism. The essential features of the problem are: (1) The
number of the objects to be estimated is, in general, random and unknown. The number of
measurements in each sensor output is random and a part of observation information. (2) Gen-
erally, there is no a priori labeling! of targets and the order of measurements in any sensor out-
put does not contain any useful information. For example, a measurement couple (y;,,) from a
sensor is totally equivalent to (y,,);). When a target is detected for the first time and we know
it is one of n targets which have never been seen before, the probability that the measurement
originating from a particular target is the same for any such target, i.e, it is 1/n. The above
properties (1) and (2) are properly reflected when both targets and sensor measurements are con-
sidered as random sets as defined in [7]. We will tentatively call such properties random-set
nature. In short, according to our view, one of the fundamental aspects of multitarget tracking

! By this, we mean that the targets does not have a priori identification.
See the last remark in Section 2.
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problems is random-set nature. The uncertainty of the origin of each measurement in every sen-
sor output should then be imbedded in a sensor model as a stochastic mechanism which converts
a random set (set of targets) into another random set (sensor outputs).

Theories of random sets or stochastic geometry are mainly concerned with random sets
whose realizations® are uncountable sets such as closed, open or convex sets in Euclidean spaces,
and are mathematically highly sophisticated. Fortunately, when we restrict ourselves to random
sets whose realizations have only finite members with probability one, we can still apply stan-
dard probabilistic techniques. For example, a random finite set X of reals can be probabilisti-
cally completely described by specifying probability Prob. {# (X )=n)® for each nonnegative n
and joint probability distribution with density p, (xy,....,x, ) of elements of the set for each posi-
tive n. In order for this specification to be appropriate, however, we must require every p, to
be interchangeable (permutable). This is the basic approach which we take in this report. As in
almost all the existing literature on multitarget tracking, the basic task is to hypothesize the ori-
gin of each measuremnent and to evaluate all the possible hypotheses, or in other words, to gen-
erate and evaluate all the possible partitions of measurements. To accomplish this, we will
define hypotheses and tracks (two terms widely used but often vaguely defined) rigorously and
relate them to particular random sets.

In the next section, we will describe a general class of target/sensor models which form the
basis for the new general multitracking algorithm described in Section 4. Section 3 gives defini-
tions of hypotheses and tracks. For a problem statement, Sections 2 and 3 are quite lengthy, but
necessary so, since to date there has been no mathematically rigorous problem statement for gen-
eral multitarget tracking problems, and some confusion seems to exist in basic modeling. In Sec-
tion 4, a general recursive formula for evaluating hypotheses is derived based on a general model.
In Section §, we restrict ourselves to a more limited class of models, i.e., what we may call i.i.d.
(independent, identically distributed) - Poisson (number of targets) cases. The results derived in
Section § are, however, general enough to include many existing algorithms roughly speaking as
a subsef, as seen in Section 6 where we compare our results with other existing algorithms. Sec-
tions 5 and 6 together provide a set of implementationally feasible algorithms and a unified view
on existing algorithms. Part I covers most of the theoretical issues, whereas Part II of this
report describes hypothesis management and other implementational issues with simple exam-
ples.

? In this report, a realization of a random element is synonymous with a sample, i.e., a partiailar value of
a random element when a point in the underlying probability space is specified.

3 For any set A, # (A) is the cardinality of A or the number of members of A .
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7
2. MODELS OF TARGETS AND SENSORS a3
Y
:‘.
2.1. Target Model A targer is a generic name for the least unit of object which we wish 1o Y
track and/or classify and which, when detected by a sensor at a certain time, may generate a
measurement in the sensor’s output. In our model, all the targets of interest are modeled as one '.::
entity rather than as a collection of individual targets. Formally, a target system state at time ¢
is a realization (X (t ),N7 (t)) at ¢ of a continuous-time stochastic process* (X (t )Ny (t M €t o) OD ;
L :
a rarget system state space Uo (X,,x{n }) which is the formal disjoint union of a system N
. i . , 2
(X, ), of hybrid sets. By a hybrid set, in this report, we mean the direct product of a measur- ‘
able set (called continuous part) in a Euclidean space and a finite set (called discrete part). The
use of hybrid sets allows us to include discrete component into the target states, e.g., different :;:
types of targets (with different dynamics), sudden structural changes in dynamics (such as ":
maneuvers), changes in operational modes (such as stop/go modes), etc., in addition to the usual )
physical (geolocational) states such as position, altitude, velocity and acceleration. The second it
clement, N1 (r ), represents the total number of targets in the system at timet. When n=0, X, b
is defined as {f} where 8 is merely a symbol for "no target” and 6¢X, for all n>0. The follow- o
ing assumption is made for the stochastic process (X (¢ ),N7 (f ) gps p00); s
o
Assumption 1: (Constant Number of Targets and Markovian Property) The second com- ’
ponent of the stochastic process (X ,N7), i.e., the number of targets Nr, is constant but in gen- )
eral random with a known probability distribution. For each positive integer n, given Ny =n, "
the first component X of (X ,N7) is a temporally homogeneous Markov process on X, having ’ ¢
initial distribution q
o
’ Q7 (dX ) = Prob. {X (to)edX |Ny=n} (1) ::
.!
and transition probability ;
:
n,(dX |X) = Prob. {X (t +2 YedX |X (¢ }=X ,Nr=n} @) -
for each X €X,,, each ¢ €[ 4,00) and each Ar >0. :
Ry
Remark 1: The temporally homogeneity assumption can easily be removed. However, this "]
assumption reduces notational complexity in the following discussions. One should not confuse ]
the constant number, N7, of targets with the number of detected targets or that of targets in '
%
¢ 1y is the time when no sensor has begun operating yet. l‘:
‘d
3 3
)
N
)
Y l.i " '.Q'l .-‘.'.“‘..l A ‘ 0 WO e '.o.l'.. ‘« 'o.‘l |n u ‘ s Il ll‘o . ‘-.‘\"! s *‘- ;"‘»",',)N 0 “-"" 0 I:’
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the sensors’ fields of view. For example, when the targets are born and die as in the models
described in [5] and [3], we can imbed an appropriate birth-death process into the target dynam-
ics. In such a case, Nt is the total number of all the targets which once exists in a nonempty
interval included in [tp,00). Implicitly, we have assumed the finiteness, i.e., Prob. (N1 < c0)=1,
which correctly reflects the reality®, while an upper bound N; such that Prob. {N; <N }=1
may or may not exist.

In order to model the random-set nature of the targets as a whole, we need some additional
structure in the model: First, for each positive integer n, we assume that the component X,, of
the target system space is further decomposed as

X, = XSxX/ @3)

where X is the space for the common target state for all the targets in the system and
XJI=Xix <« - xXi(n times) is the direct product of n identical individual target state spaces
X:. In a simple example, X S={6} (no common target state space) and every X/ is a hybrid
space so that, for each n and ¢, when Nr=n, X (¢ }=(x;(t ),...... % (¢ )) and each x; (¢ ) represents
the i-th target’s state in X/ at time . In another example, X =X} =IR? (= the set of pairs of
reals)?, and (x¢,x;,.....,%, ) in X, represents a target system state for a group of targets, where
Xg is the hypothetical centroid and each x; is the displacement of target i from xo. We call a
function IT:X, —X, an n-target permusation homeomorphism (induced by a permutation ) if, for
every (Xc (X)) in X, =X x X!, we have

(X J(Xi )21) = (X (X xg)) 1) 4)

for a p'ermutation mon {1,..n1}. Then we can state our interchangeability requirement for tar-
gets in the following way:

Assumption 2: (Target Interchangeability (1)) For each positive integer n, initial distribu-
tion Qf and state transition probability F7, are interchangeable (or permutable) with respect to
the individual target state part X/ of X,,, i.e.,

Qo (Tl(dX ))=Q4 (dX') ®)

5 Consider all the airplanes in the world. The number of the airplanes which have been built by the
present time is of course finite. The number of airplanes which will be built in the future is also finite
although a probability-one upper bound on it may not exist.
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and ;
a(TM(dx ) |N(X)) = FA (X |1X) , (6)

for any n-target permutation homeomorphism II.

This assumption states that there is no a priori labeling’ of targets and the labeling by
means of integers, {1,..,1 }, is just one of many equivalent ways of labeling. Since targets do not
have a priori labels, sensors can not treat targets with a priori discrimination. This fact must be
incorporated into any sensor model as will be done below. Thus our target model is represented
by (Prob. {N7=n},00 (F A )as >0)nwo Which satisfies Assumptions 1 and 2.

2.2, Sensor Model Let S be a finite set of sensors. Each sensor s in § is modeled as a gen-
eric mechanism which observes the target system state space and generates a finite set of meas-
urements, called data sets®, intermittently according to a certain sampling pattern. Each meas-
urement in a data set output from sensor s in § is an element of measurement value space Y,
for sensor s. Each Y, is also a hybrid space with hybrid measure p,. By the hybrid measure
on a hybrid space, we mean the direct product measure of Lebesgue measure on the continuous
part and the counting measure on the discrete part. The continuous part of ¥, may be used for
analog information such as range, azimuth, elevation, etc., whereas the discrete part may be
used for discrete information such as size/cross-section classification of aircraft radar images,
wheeled/tracked classification of ground vehicles, etc.

Formally a data set is a random element ((y, )ﬁ"{,NM 4,5 ) which is an element of

“

O U (@, ximxloco)x is})

me0 s€S

and represents Ny measurements, ¥,,..Jy,, generated by sensor s at lime 1.
(Y, " =Y,x...xY, (m times) and (Y,)’={8} where 6 is a symbol for "no measurement.” As we
did for targets, we have included the number N,, of measurements in each data set to model
objects with variable number of members explicitly. The purpose of the inclusion of (s ,5) is to
make clear the source of each information. Then we call any collection of such data sets a
curmulative data set. The following six assumptions are used to further specify our generic sensor
model:

7 See the last remark in this section.
8 synonymous to scans, frames, return sets, eic.

(7]

Loy g " J'-I'(-t"' L, EANC AN OE AT LR R

Ay TV A SR By T e T S A e L A T A AT LR Ay

2
.,l

=l
‘l" » 4

N
-t

'
.

o
¥

A

FEere
Po oLy
NI,

‘\ by
5

e
LAY
Ly

A N 48
7 A ;‘r

-y
7.7,

L9y e
oy s

o
.
A

- S

1

A
xf,i' Cs
x

“y *Tea
'IJ. ]
72

@ ﬁ&ﬁf
S 5 A & 5 K

&4

gz

T AAA
’ » | ¢



OO R NN N

b P L 1 AP s 0 T e R AR L AR P
ALACMAN Qv Ad 0.. ..- ‘“"" i\ “.

RN T R R e T R R e O oy ™ Qa8 a0 0%, 80 0% A% A Va4 9% 3P At ate a8 Al “afata s

T

Section 2 W ey 12, 1088 TR-1048.01

-

Assumption 3: (Finite Sampling Rate and Known Exact Timing) Every sensor generates at
most one data set at any given time ¢ €[ty,0c) and it produces only a finite number of data sets
in any given finite interval in [r4,00). The time (f €[f,00)) and the source (s€S) are exactly
known. The sensor scheduling is completely determined by each sensor and is assumed to be
independent of the target system.

Assumption 4: (Conditional Independence) Given the target system stochastic process,
each data set is independent from other data sets and depends only on the target system state
at the time it is generated.

Assumption 5: (No Merged Measurement) Each measurement in each data set may or may
not originate from a target. When a measurement in a data set originates from a target, it does
not originate from two or more targets.

Assumption 6: (No Split Measurement) No target generates more than one measurement in
any data set.

Assumption 7: (Random Order) The order of the measurements in any data set contains
no information about targets.

Assumption 8: (Absolutely Continuous Distribution) For each data set from sensor s in §,
given the target system state, the set of detected targets, the number of measurements and the
assignment of the detected targets to the measurements, the joint distribution of measurement
values has density with respect to hybrid measure g4, .

Assumption 1 implies there are at most countable data sets generated in [fy,00). Thus,
throughout the rest of this paper, we assume that the data sets are indexed by positive integers

as®, z(1),z(2),2 (3),-...., where

Ny (%)

z(k) = (0; k) Ny )i ) )

is the k-th Jata set, in such a way that 1, <t, Whenever k <k’ We will call each z(k) simply data
set k. Since (1,,5;) is assumed to be exactly known (Assumption 3), we may treat them as non-

% Alternatively, we can index data sets by their third and fourth components, i.e., time and source (t.s),
which by Assumption 3 can identify data sets uniquely. This alternative indexing is useful when we cousid-
er target svstem state estimation based on different cumulative data sets.
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D random elements. Assumption 4 then should be interpreted as follows: For any cumulative data )
. set {z(1),......2(K )}, we have y
4 K ‘
Prob. ([ {z ()eEx xS N} | (X CDEaNT) = ;
: X (8) 2
‘W 11 Prob. ({z k)EEx (s D} | X (ONT) G
b . 3
| - - ]
1 where each E;, is a measurable set in Uo (Y,)"x{m}, ie., E;= UOE,:"x {m} with each E[ &
! l being a measurable set in (Y,,)”. Therefore, modeling sensors means soecifying each factor on '
P | ; the right hand side of (8) for each k.
D |
j One of unique notions involved in multitarget tracking problems is "detection of targets” or
K - “origins of measurements,” which can be modeled under Assumptions 5 and 6 as follows: First we o
" define a random set A
. '
(. Iy = {i€Z, |1<i <Nr} ©)° ;
: ]
: {' which we call rarget index set. For each k, random set !
- .
Iuk) = {j €Z, 11<j Ny (k)} (10) "

"o
oy,
$~.”

.- -

is called measurement index set at k. Then, for each k, we assume a random function'' A,
defined on a subset of I; and taking values in Jy (k). We call such A, assignment function at
k. j=A,(i) means that the i-th target is detected by sensor s, at time 1, and generates the j-

)

- . e
t
7x]

b E th measurement, or j-th measurement originates from i -th target. Thus .
] -
: ;
; 1 Ipr (k) = Dom(A,) an®
[ )
) . - g . : ]
K 1s the random set consisting of indices for targets detected by sensor s, at time ¢, (or detected 1n N
. 4 g y k
- data set k) and :
l ~
! I o %
. Z, is the set of all the nonnegative integers. o
1 Usually a random function is defined as an random element whose samples share the same domain. But N
the domain of the random function A, may differ from sample to sample. S
12 For a function f , Dom (f ) and Jm (f ) are the domain and the range of f . 3
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Jra(k) =y (kNim(Ay) (1)

is the set of indices of measurements in data set k which do not originate from any target. We

call such measurements false alarms'*. Assumption 6 then implies that any realization of assign-
ment function A, is one-to-one. For the later use, we define random integers, i.e, the number of
detected targets at &

Npr (k) = # (Ipr (k)) (13)
and the number of false alarms in data set k
Nea (k) =#(Jes (k) - (14)
Then we have an obvious relationship
'm(k) = Npr (k) + Ngs (k) (15)

for each k.

We may visualize our generic sensor measurement generating mechanism as the following
four-step processes, for each k:

(1) Detection: For each nonnegative integer n, let D(n) be the collection of all the subset
of {l,....n} D(n)={Z} when n=0. Apparently, Nr=n implies Ipr(k)eD(n) for each k.
Then the detection mechanism can be specified by the detection probability function defined by

Pp(D | X 1 k) = Prob. {Ipr (k)=D | X (t,)=X Ny =n} (16)

for each (D,X n)e UOD(n)x X,x{n} and each k. When D¢&D(n), the right hand side of (16) is
N
0.

13\ is the set subtraction operation, i.e., for two sets, A and B,A\B={a€A |a¢B}.

M They have also many other names such as false returns, clutters (in case of radars), nuisance targets
(not real targets), etc.
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Jea(k) = Jyy(kNImiA,) (12

is the set of indices of measurements in data set K which do not originate from any target. We
call such measurements false alarms'*. Assumption 6 then implies that any realization of assign-
ment function A, is one-to-one. For the later use, we define random integers, i.e, the number of
detected targets at k&

Npr(k) = #(Ipr (k) (13)
and the number of false alarms in data set k
Nea(k) =#pa (k) . (14)
Then we have an obvious relationship
Ny (k) = Npr(k) + Ngs (k) (15)

for each k.

We may visualize our generic sensor measurement generating mechanism as the following
four-step processes, for each k:

(1) Detection: For each nonnegative integer n, let D(n) be the collection of all the subset
of {l,....n}. D(n)={} when n=0. Apparently, Ny =n implies Ipy(k)cD(n) for each k.
Then the detection mechanism can be specified by the detection probability function defined by

Pp(D |X 5 k) = Prob.{Ipr (k)=D | X (tx)=X Nr=n} (16)

o0

for each (D,X,n)EUOD(n)x X,x{n} and each k. When D¢&D(n), the right hand side of (16) is
N =

0.

13\ is the set subtraction operation, i.e., for two sets, A and B, A\B={a€A |a¢B).
* They have also many other names such as false returns, clutters (in case of radars), nuisance targets
(not real targets), etc.
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)

(2) Number of Measurements: Because of relationship (15), given the number Np; (k) of "’_
detected targets in data set k, the number Ny, (k) of measurements is determined by the number <

Ng4 (k) of false alarms. Its statistics can be specified by the number-of-false alarm probability o

function, ﬁ

e

=

Py, (m |D X 1 k) = Prob. {Ng, (k)=m |Ipr (k)=D X (1,)=X Ny =n} 17) 3
. 00 e
for every (m,D X n)eZ, x (UOD(n)Xan {n}) and for each k. When Dé&D(n), the right hand :

N= LY

1 side of (17) is arbitrary. %
i
? (3) Random Assignment: According to Assumption 7, given the set Ipr (k) of detected tar- ';
gets and the number N, (k) of measurements for each data set k, the assignment of the origin of '.:
; each measurement is totally random. In other words, every possible realization of assignment o
. A, is equally possible. For any pair (/,J ) of finite sets, define bt
?.
7 "
A(IJ)=A{ad—J |a is one—to—one.} . (18) ‘,‘:;_
! .::4
. #UN . o

Then # (A(J — 2 ___when #{J)>#(/ d 0 otherwise. Theref have, f

[ (A(I,)) is F = ) )>#() an i erefore we have, for >
any k, Auy

. !
ul:;‘
| ol
Prob. {Ax=a |Ny (k}=m Jpr ()=D X (t}=X Ny =n) = LZZE DN (19) R

-
M 4
AR’y

P 00 .

U for every (D,X,n)GUOD(n)xxnx {n}, every m># (D) and every a€A(D {1,..../m}). When o

n- 'I
a€A(D {1,..../}), the left hand side of (19) is of course 0. It is arbitrary if m < # (D). 3

‘- »
By 4
(4) Measurement Values: Through the above three steps, we have determined which tar- E"

r gets are detected, the number of measurements and the origin of each measurement. The last }‘

' step is to assign some measurement value to each measurement index j €Jy (k) being condi- :\‘f
tioned by (X (1,)N7), Ny(k) and A,. By Assumption 8, we specify this step by the measure- :
ment value probakility density function defined by =3

3
Pu(y la X 1 kuiTidy) = Prob.{y €dy 1Ax=a Ny (k)=m X ()}=X Nr=n}  (0) =3
oy
®
for every (X ,n)€ U]X,, x {n}, every (a ) such that a€A(D {1,..,m}) and m># (D) for some %’,
ne= « Y
9 E’
.
5
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DC{1,...,n}, and every y €(Y,, )™, where uy, is the m-tuple direct product measure of u,, .

Thus our generic sensor model is specified by detection probability function Pp, number-
of-false-alarm probability function Py,, and measurement value probability density function

Py, .

Remark 2: We should note that that the above three functions defining the generic sensor
model in (16), (17) and (20) are, in general, all conditioned by the target system state at time ¢,
when each data set k is generated. In particular, (16) is not the joint probability of target
detection but is a conditional probability of target detection conditioned by the target system
state. Therefore, no-measurement data set (6,04, .5;), i.e., "sensor s, is up at time ¢, but does
not observe anything,” is at least potentially as informative as other data sets with positive
numbers of measurements. For example, for a sensor monitoring radio communication of a tar-
get, the probability of detecting the target is zero if the radio equipment of the target is turned
off. Thus the absence of any reception while the sensor is up may provide vital information on
the state of a target in some cases. In another example, an MTI-type'® radar may detect targets
only when the absolute values of targets’ radial velocities exceed a given threshold. In such a
case, the absence of radar return around the position where a target is expected to exist may be
a valuable information indicating the targets stops somewhere in the vicinity of that position. It
should also be noted that, in our formulation, every data set contains number-of-measurement
information, and hence, every sensor is a fype-1 sensor in Reid’s terminology in [4]. A rype-2
sensor in his terminology is a sensor which generates data sets each of which contains at most
one measurement, i.e., Ny, (k)<1 for all k, and is not treated separately in our formulation.

Remark 3: For sensor systems with measurement time delays dependent on the target
state (e.g., acoustic sensor systems described in [9]), a simple model where the target state is a
pair, (position,velocity), may violate Assumptions 3 and 4, and/or other assumptions. In such a
case, in order for our formulation to be applicable, careful modeling is necessary so that all the
assumptions made so far are valid at least in an appropriate sense of approximation. Although
Assumptions 5 and 6 are quite standard in the multitarget tracking literature, their relaxation
may be required in some applications. Assumption 5 may be relaxed by assuming a random col-
lection of subsets of target index set Iy and by considering each of such subsets as a potential
origin for a measurement for each data set. Recently an algorithm which allows measurements
to be merged has been developed in [10]. At this moment, however, it is not clear how to relax
Assumption 6. In this report, we will not attempt to relax these assumptions. Another way to
state Assumption 7 is that a data set is the unit of sensor data in which the order of measure-
ments in it does not contain any information about the targets. In some cases, however, the
order of measurements from a set of returns may contain information about targets; Such may

5 MTI = Moving Target Indicator
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be a case when a radar uses a particular scanning pattern. In such a case, the data set should
be further divided to the point where the measurement order does contain any significant infor-
mation aboul targets.

Iinally, in order to reflect the random-set nature of targets correctly, we must requirc the
following interchangeabiiny assumption in addition to Assumption 2

Pa'd
".I‘l -l

,.
s

Assumption 8: (Target Interchangeabiliry (2)) Detection Probability function Pp, number- ;:'. )
of-false-alarm probability function Py_  and measurement value probability density function P, o~
are all invariant under target permutation, i.e., Pp(n(D)[TI(X ), ), Py, (m {7(D),JI(X ) ) and ;:
Py (v la,yn,JI(X)n) are all invariant with respect to any n-target permutation homeomor- £

. . . o
phism Il induced by a permutation 7 on {1,....,n1}, where z
"
n(D) = {n(i)li€D} N
and, when a €A (1 J), a,:n(Dom (a ))—J is defined by'® {: !
R
: =1y/; -1/ 4."
a,(i)=(@nNi)=a("(i)) -
puo
. o
for all i er(Dom(a)). Ti
N
:::J
Remark 4. We may characterize the two target interchangeability assumptions, Assump- V.
. , Lo . . . S !
tions 2 and 8, as target without a priori identification, although the use of term, "identification,” ®
may well be controversial since it is used in other areas of control theory with very distinctive 2
meaning such as system identification, parameter identification, identification of weighting func- -_::
tions, etc. Suppose that the total number of targets is # and that there are m detected targets o
(of course m<n). Then, with the interchangeability assumptions, any one of n Y (n —m)! possi- o
ble ways of associating the m sets of data to the n targets is equally likely. This means that .
the targets are not discriminated from each other a priori or they are not identified a priori. On "
the other hand, if each target index has a specific meaning identifying a specific target, we may :'.::,
say the targets have a priori identification. This concept of target identification should also not =y
be confused by "target classification.” Almost all the "real” targets have unique identification, -
such as name, number plates, manufactory serial numbers, etc. However, in a target model >
where the targets do not have a priori identification, such identification is not considered within o
the model. Therefore the targets are labeled or discriminated with each other only through =y
measurement indices. In such a model, the target classification is to determine the targets’ ::
discriminants as much as possible and the ultimate classification is to determine the A
®
164 is the function composition operator and 7~ is the inverse function of 7. S
o
)
)
O
\I
,
o
I A ':};
A AR AV A AV RIS el
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2
identification of each target by means of a name, a registered number, etc., whenever it is possi- :;
ble. We will see more discussions on this subject in the next section as well as in a part of Sec- P
tion 6. '
ad
e
o
oy,
+J
e
o~
9
|z
3. TRACKS AND HYPOTHESES b
;
Although tracks and hypotheses are among most frequently used terms in the multitarget r'j VY
tracking Lliterature, they arc not often explicitly defined. Our definitions of tracks and - :H‘
hypotheses introduced in this section closely follow Morefield’s notation in {11] but differ in one ) Z
crucial aspect, namely separation of the measurement-value information from the number-of- ' } :;
measurement information in each data set. In other words, we will form tracks and hypotheses Y
on the set of measurement indices rather than directly on the collection of data sets. ‘) <
'
i ‘-
First we will remove the measurement-value information: For the moment, let Z be the . bty
cumulative set up to K, i.e., ~ ';
o b
Z = {z(k)]1<k<K} (21) - O
L 3
Then we call ~
K Ny
= U Ju ek} 3
-l (22) N
K ho!
= U (L Ny O k) 4
- ]
i 3
. . N
the cumulative measurement index set at K (or up to K or associating the cumulative data set -4
Z). Then the cumulative data set Z represents all the information available up to and including )
the most recent data set z(K). Every (j k) in the cumulative measurement index set J ~
represents the j -th measurement in data set k generated by sensor s, at time t,. Define a ran- )
dom coliection of subsets of J by :_\ ]
F_'
:C
-\
A = {406 4)1j=Acl) and 1<k<K } |1<i <Nr 1\ () ) ]
- )
= {1.6)2 (G M) 1i=Ali) and 1<k <K )2 1< N7 } ..
4
\"
oy
12 i X
2
)
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Each member of A is a set of measurement indices which are included in the cumulative mcas-
urement index set J and represent all the measurements originating from a target indexed by an
i€ly . Since each A, is a random one-to-one function (corresponding to the no-split/merged-
measurcment assumption, i.e., Assumptions 5 and 6), it follows from definition (23) that A must
satishies the following conditions:

(i)  Each member of A is not empty and contains at most one measurement index for each data

set.
(n) Any two members of A do not share a common measurement index at any data set.

Then we call any possible realization A of A a dara-to-data association hypothesis or data-
to-data hypothesis or simply hypothesis at K or on the cumulative data set Z. Let the set of all
the data-to-data association hypotheses at K be denoted by H(Z). On the other hand, any sub-
set 7 of cumulative measurement index set J is a possible “trace” of a target (detected in at least
one data set up to and including K') and called a frack at K or on cumulative data set Z if it
contains at most one measurement for each data set up to and including K. The set of all the
tracks on cumulative data set Z (or at K) is denoted by T(Z). Namely, we have

T(Z) = {rTJ |# (7 k)1 for all k such that 1<k<K} (24)"

and

m1Mr= for all .
H(Z) = {)‘g N (%) I(r,,-rz)e)\x)\ such that 11¢72} : (25)

)

In (24) and other subsequent equations, we define

rlk = €Z, |( k) (26)

~_

for :—iny TCZ,xZ,. We should note that the empty collection ¢} is included in H(Z). We call
such hypothesis null hypothesis, which hypothesizes that all the measurements in cumulative
data set ZX) are false alarms. Also T(Z) includes the empty set (% which we call nu!l track and
hypothesizes a target not detected in any of data sets up to and including K.

Given a cumnulative data set Z, each A€H(Z) hypothesizes the following events:

-~x

(1) There are # ()\) targets which have been detected and generated at least one measurement
in at least one data set up to and including K. This means number Ny of targets is at
least # ()\).

(2) Each track rin X corresponds uniquely to a target which have been detected at least once
up to and including to K .

17 The definitions (24) (or (25), respectively) can be easily extended to the set of all the hypotheses (or
tracks, resp.) on an arbitrary cumulative data set rather than Z defined by (21).
13
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(3) (j k)Ertor atrack 7in X means that the j-th measurement in data set k originates from a
target identified by track 7.

. (4) For any k<K and 7€\, r|k={) means that the target identified by 7 is not detected :
(falsely dismissed) and hence generates no measurement in data set k.

(5) J\(UA) is the set of all the measurement indices of false alarms in all the data sets up to

and including to K.

It follows from the above discussions and the definitions A that

Prob. {A€H(Z)|Z} = Prob. {A€H(Z) |7}

= 2 Prob.{A=)\|Z}
2eH(2)

27) .
! = EZ) Prob. {A=X\ |7 } ( ‘1

M H(

=1

which means that set H(Z) of all the hypotheses on cumulative data set Z is a mutually distinct
and collectively exhaustive set of "explanations” of the origins of all the measurements in cumu-
lative data set Z. We should note that, in order to generate all the hypotheses in H(Z), we only
need cumulative measurement index set J or equivalently number-of-measurement sequence,
Ny (1),Np(2),...... The objective of the rest of this report to evaluate each hypothesis, i.e., to
calculate its a posteriori probability Prob. {A=X|Z} and to infer the target system state
(X (tx)N7) under each hypothesis. We need a few preparations before the next section in which
the main result of this report is stated.

| P R

A

First define a random subset of target index set Iy by

K K
I = kL.._Jl Dom(Ay) = kL-Jx Ipr (k) (28)

which is the set of indices for all the targets detected at least once in a data set up to and
including K and is called curmulative detected target index set. Then definition (23) of A implies .
i # (I )=#(A). Although A "explains” all the origins of measurements in cumulative data set Z, "o
it does not tell us which track comes from which target. In other words, the target labeling by
{1,.,N7} is lost in the set operation in (23). This uncertainty can be represented by another
! random function {1 which is defined on A and taking values in I;. For each 7 in A, Q) is

defined as an i such that

r={( k)& |j=Ai(i) and 1<k<K ) (29)

.
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Since each A, is a random one-to-one function, such an i is unique, and hence, 2 is well defined.
Moreover any realization of 2 is also one-to-one and Im(Q)=/. We call any realization of Q a
targei-to-track hypothesis on Z and any realization (w,\) of (Q,A) a target-to-data hypothesis on
Z. Let W(An) be the collection of all the target-to-track hypotheses under assumptions A =X\
and Nr=n, ie.,

Wen) = {w: \={1,.;1} |wis one—10—one. } . (30)

We should note that pair (2,A) is nothing but another form of representation for the assignment
tuple (4,)K.;. This is so since, for each k, we have

Dom(Ay) = Ipr (k) = {i elm(Q) | 97%G) 1k #2} (31)
and
j =Ai) ifandonly if {i}=07)lk . (32)

As a consequence of our target interchangeability conditions, we have the following important
lemma:

Lemma 1: For each N\éH(Z), for each n ># (\) and each €W (\ ,n ), we have

_ o

Prob. {Q=w|A=\Ny=n}=# WO n)! e

(33)

Proof: Since W(\,n) contains all the target-to-track hypotheses when conditioned by A=\
and Ny =n, we have

> Prob{Q=w|A=\Nr=n}=1 . (34)

wEW(\ )

On the other hand, if w;EW (A1) and wn€W (A1), there exists a permutation 7 on {1,..,1 } such

that wy=8 w, or wy(7)=m(ws(7)) for all 7€X. Since # (W(\ ))=__(n _:;!(x)_)‘,

fices 10 show that Prob. {(1=5 w|A=M\ Nt} or equivalently Prob. {}=5 w,A=\ |N;} is invariant
under any permutation 7 on {1,...2}. Since (2,A) is one-to-one to (Ak)f_,, there exists (ak)kx_,
such that

to show (34), it suf-
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K
{N=w,A=2} = ﬂ{A":““}

Thus, using Assumption 4 (Conditional Independence), we have
Prob. {1=w,A=\|Nr=n}

K
= f Prob. {=w, A=\ (X (O)er=(Xi)a Ny =n } Prob A(X (e )fi€ [TdX, (N7 =n)
Xa

K
f Prob. ( kOl{Ak =0} X @War=(X, ey Ny =n)) Prob. {(X (tk))f.xéﬁ_ldx k INp=n}

X

X
[ 11 Prob. {a,=a, 1X ()=, Nr =ny Prob. (X (D€ [1d, Ny =n)
Xa

Using (16), (17) and (19), we have, for each k,

Prob. {Ax=a, | X (1, )=X Nr=n} = Pp(Dom(a,) | X, 1)

o0
m!

P
m mmax {Im (ap)# (Im (a,)) (M +4# (Im (g, )))!

P, (m |Dom (a,) X, 1))

Therefore, it follows from the target interchangeable assumptions, Assumptions 2 and 9, that
Prob. {)=8 w,A=X\ | Ny =n} is invariant with respect to . Q.E.D.

This lemma is very important. First this lemma states that we do not have to evaluate
every target-to-data hypotheses (w,\) instead evaluation of every data-to-data hypothesis is suffi-
cient. Secondly this lemma gives a hint as to what should be the appropriate set of variables to
propagate forward when we evaluate each hypothesis recursively. The importance of this choice
may be illustrated in the following very simple example:

Example 1: Assume Prob. {N7 =2}=1, X,=(§5,,5,}, and targets are stationary and i.i.d.,
ie.,

2 q(iq(ia)

2
E)=
Qs (E) ek

with some g :X.=—(0,1) such that g(S,)+q(S2)=1. Suppose we have a data sel

(ANCR o' ath gth " o of i o' B aF
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2(1)=(851,522415,) from a sensor s, at time (>, with Pp({1,2}|X2,1)=1,
Py, (0 |D,X 2,1)=1, and Pp(XoayXa)la 20X 1,X2)2,1) = 1, where Y, ={5,.5,}. Namely, the
probability detection is one, no possibility of false alarms and the measurement error is zero.
Let Z={z(1)}. Then apparently Prob. {A=X|Z}=1 where \={ry,75}, 1;={(1,1)} and 7,={(2,1)}.
Then, by Lemma 1, Prob. {d=w« |A=\Nr=2}=¥ for each oneto-one function w from X to
{1,2}. Thus, we huve

Prob. {X (1 ,)=(5,52) [Ny =2,A=\,Z} = Prob. {X (t,)=(5:,5,) INy =2,A=\,Z} = ¥

Namely conditional distribution of targets is no longer independent although the a priori distri-
bution is independent. This is a direct consequence of our assumption of no merged measure-
ment, i.e, if a target is at §; the other target must be at S, and vice versa. The mixing of the
target state distribution with all the realizations of €2, which are all equally likely because of the
target interchangeability assumptions, thus turns the independent a priori distribution into a
posteriori distribution with cross-correlation. In this particular example, the a posteriori distri-
bution is still interchangeable. In general, however, this kind of mixture may create very compli-
cated a posteriori distributions. On the other hand, if we conditioned the state distribution by
one of the equally probable realization of {2, then the a posteriori distribution is still independent
although, in this particular example, the distribution is degenerated.

This example suggests that

Prob. {X (1 YedX |Nr=n ,A=\2}

Y Prob.{X (15 JedX |Ny=n Q=w,A=\,Z} Prob. {=w|N;=n A=)\,Z)}

weEW(

= =0 )Prob.{X(tK)edX|0=ri=",1\=>\»2}

n!  weW(»n

may not be in an appropriate set of variables to propagate forward when we evaluate
hypotheses recursively and infer the target state (X ,Ny) accordingly. We may say the above
mixture is an unnecessary “over-aggregation” of information. For this reason,

Prob. {X (1, }edX |Q=w,A=\N7,Z}

is more appropriate as shown in the next section.

Before we close this section, we will investigate the relationship among tracks and
hypotheses. For this purpose, we consider all the cumulative data sets and, to explicitly

17
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I ) c
represent the ditference, we denote the cumulative data set up to K by ZX). The corresponding vy
cumulative measurement index sets are denoteed by J*). Then such cumulative sets (and 2
cumulative measurement index sets) are finitely or at most countably many. Then apparently ..' q
we have the inclusion relationship, )
TZ*)CT(Z*) ad  HEZ®)CTE™) s
oy
for all k;<k,. Redefine Z as the maximum cumulative data sets, i.e., kL>le (k )=kLS)lZ("). Then, . ,4':
for any track 7€T(Z), we call (W &) the restriction of track r on Z®. For any hypothesis \ E\f
AEH(Z), we call ! .5‘,,.
@
MZ® = (U@ rexd\ {2) "! )
~ :..n:'
the restriction hypothesis A on Z®). When a track 7, is a restriction of r,, we say 7, is a prede- [
cessor of 1,, or equivalently, 7, is a successor of r,. This predecessor/successor relationship is 4 o
defined on H(Z) through the above restriction operation in the same way. Then each . ':
predecessor/ successor relationship defined a partial order on each of T(Z) and H(Z)."® An y ::
immediate predecessor of any track or any hypothesis is unique and called a paren: (always sin- !
gle). Therefore both T(Z).and H(Z) are arborescent (tree-like) with such partial orderings, i.e., v o
the set of predecessors of any element is totally ordered. This justifies the commonly used ter- l 9
minology such as hypothesis tree or track splitting. b

We conclude this section by the following remark:

3
L

:Q' ¢
) P’
Remark 5: According to Morefield’s notation in [11)"%, a track is a subset of a cumulative :‘,:.\
data set Z rather than a cumulative measurement index set J as in our formulation. When a . bﬁ:
track is defined in such a way, it include measurement values, and hence, the a priori probability Y
distribution or its density of a hypothesis (as defined as a possible collection of tracks) is very ~
hard to calculate and may not be well defined. For example, the validity of the following two -',.:F
equations® is questionable: ' :i:
;:'_-r
N, Nl
P(\) = exp(—vra) (Vra) ™/ Ngy ! t\t
o
oA
where vg, is the expected number of false alarms and Ng, is the hypothesized number of false :-_
alarms, and -
-'-\ 3
® The partial order on T (Z) is merely the set-inclusion partial order. e
9 In Morefiedd’s notation, 7 is a hypothesis and X is a track. :
30 Each of these equation is in [11]. o
UJ. 3
At
l.'.\ (]
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P(\)= 1;{ exp(—,/L)

where [, is the length of track 7 and L is the expected track length. We will present an alterna-
tive batch-processing type formulation in Section 6 and a possible application 0-1 lincar pro-
gramming techniques.

4. GENERAL RESULTS

This section describes the main result of this report, i.e., the recursive hypothesis evalua-
tion formula. All the assumptions made in Section 2 will be used. However, we should note
that we have made very general assumptions which allow dependence among targets although
the target interchangeability is still crucial to our derivation of the general algorithm. To expli-
citly specify cumulative data sets, we denote cumulative data set up to k by Z%), and accord-
ingly, the cumulative measurement index set up to k by J&). Instead of (23) and (29), we use

A = {{(Ak('i)k)'liélm(k)'and 1<kLk} |1Si SNT}\ {2}
and

V(=i ifandonly if r={(j ke |j=AL)and 1<kZLk}

Each hypothesis on Z*) can be evaluated recursively according to index k. With usual
notational abuse of P, we have

P (Z(k)9Ak lz(k—l))Ak—])

P (A 12%) = P (Aey 1247 (3%)

b
.

S T RS

LY 1"1":‘.‘

L

P Y

z

Tz

' IW T

]

“1
'-""r",

R}

PARS
o~ s

P (Z®(Z&D) b
for each k. Since P(Z*)|Z%-Y) js the normalizing constant, the hypothesis evaluation, i.e.. the :3:
calculation of P (A, |Z%), can be accomplished by calculating P(Z®A, 1Z% VA, if '.::'
P(Ag_;1Z2%-Y) is known under the recursion assumption. This is done by considering all the MG
factors involved in this term, i.e., the sensor models specified by the detection probability func- 4
) . . R
tion Pp, the number-of-false-alarm probability function PN“, the measurement-value o
e
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probability density function P,,, the target system state estimate based upon the previous
cumnulative data set Z*~Y, and at last most importantly, by random assignment of measure-
ments and target interchangeability.

To accomplish the recursion, we must chose an appropriate set of variables®. We should
have a complete sct of information trom which we can calculate P (Z%),\, JZE=DA, ) while we
wish to minimize the set of variables which we must carry forward. Taking the consideration
miade at the end of the last section into account, the following set of variables to be propagated
is chosen: For each k>0, we define

PN 2%) = Prob. {A(k)=x|Z®)} , (36)
PN (n I\Z®) = Prob. {Nr =n |A(k)=),2®)) , and (37)
PP @X Jwn NZ®) = Prob. {X (t,)edX |Q=wNr=n AK)=2Z*},  (38)

for each N\€H(Z™®)), each n ># (\)?2, and some wEW (A ,1). Only one w is necessary because, in
an appropriate sense, (38) is invariant with respect to any w€W (A1), as shown in the following
theorem. The evaluation of such an w is also unnecessary thanks to Lemma I in the previous
section. The following theorem is the main result of this report. For this theorem, we define

9=,

PO@I@)=1 , (36")
P\Y(n |D.2)) = Prob. {Nr=n} and (37")
PO (X \@n B2) = Q5 (dX) . (38")

Theorem 1: (General Result) For each k>0, let Z=Z*) and Z=Z%"Y. Then, for each
NEH(Z), when X is the unique parent of  on Z, we have

(1] (Target System State Estimate Updating) for any n ># (\) and any weW (A 1),

2l The variables (or more appropriately called "functions™) which are to propagate forward. They may be
called filtering stares or safficient statistics.
Z By the definition of Ay, Prob. {Ny < # (A«)}=0 for any k.
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PYV@X lon NZ) = CE (k) lwrn Z)
Pag(0 (k)25 la Nyg (k)X 1 k) Pry, (Npy (k) =npO3 1K) DX 1 )
(39)

PoD 1X 1 k) f e, @X |X) PEDEY 50 X2)
X,

where Cy is the normalizing constant for (39) and defined by
CENym s Si) [whn Z) =
f Py(yla,mX n k) Py, (m =np(\|k)|D X n k)

X, (40)
P (D |X n ,k)f Fl,,  (@X |X)P§DdX |on X.Z)
xn

for each (y,m)e UO(Y:.)(" x{m}, np(\|k) is the number of targets which are hypothesized (by \)
to be detected in data set z (k), i.e.,

np(h[k) =S #(r (k) , (41)

TEX

and DEW(\n), DED(n) and a €A(D Jy (k) are uniguely defined by

)=t D) for every 7€ such thar 1 * -V | (42)
D =Dom(a) = {ielm(w)| (W) k) #Z} and (43)
{a(i)} = () )k forall ieD , (44)

[2) (Target Interchangeability) for any n># (\), C{X lwin,Z) defined by (40) is invariant for
all weW (\n), and moreover, for any weW (\,n) and any permutation = on {1,....n },

PE@EX lwn N\2Z) = PE(MEX ) |wh )\2Z) (49

if w=sw and 11:X,—X, isthe n-target permutation homeomorphism induced by =,

[3) (Number-of-Target Estimate Updating) for any n ># ()\),
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_ - T\ - \ = —# X ‘ - s 7
P (n INZ) = CEE(K) INZ) 'C§k)(~(k)|w,kﬂ¢)§:—_#7%;7P,$§ D INZ)  (46)

where C &) is the normalizing constant defined by

CENymtese)INZ) =

o - (47)
) 5y (M= O b k-1, |T 5
sy EV s lahn Z) CrGan Pl 15.2)
for each (y m)e QO(Y,J" x{m} and w is an arbitrary target-to-track hypothesis in W (A n),
and
[4) (Hypothesis Evaluation)
PP 12) = HEOAZD sz, @®)

P#Nz(k)|Z)

where P§(z(k)|Z) is the normalizing constant and L,(z(k)) |Z X) is the likelihood of (z(k),\)
given (Z ,\) defined by

Ly (O m te 5 IK.Z) = _(ut:n('*j»_'

C Ay mae ) INZ) (49)

o0
for each (y m)GmLJO(Y,‘)"' x{m} with np(\ |k) and Cf) being defined by (41) and (47), respec-

tively.

Proof: First we will prove [1} and [2]: To prove 1], roughly speaking we follow the Baye-
sian expansion,

P(Z Ak % A1 % X Nr Z)
P(Z Ak | Aoy i N7 Z)

P X |% Nr Ak Z) = P (dX | Q-1 ,N7 Ak 1,Z)

abusing notation P. Therefore we must calculate P(Z,A, Q% |Ag_y, %1, X Nr,Z). Let m and
n be arbitrary nonnegative integers, E any measurable set in (Y,)”, A€H(Z) any data-to-data
hypothesis on Z, wEW (\,1) be any target-to-track hypothesis compatible with (A1), NeH(Z)

-
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D

.!

3 . = - . , '
3 any data-to-data hypothesis on Z, and @EW (A1) be any target-to-track hypothesis compatible y
l‘ v

with (A\,n). Then a straightforward but rather lengthy application of Bayes rule gives us the fol-
lowing expansion:

I

0

)

v <
V Prob. {= (K)EEx{m fo 5o 0 A =2 S h=w |Ag =2 =5, X (1)=X Nr=n Z} :
: = Dezgn)}’rob. {Ipr (k)=D |Ay_y=2 =3, X (1, )=X Nr=n Z) )
; [ Prob. {NM(k)=nl “DT(k)=D ,Ak_1=§’ﬂk_l=arx(lk)=xw7_=n z} ::
: Iy @ 7 \
b e€A(D {1..m »Prob. {Ac=a |Ny(k)=m Jpr (k)=D ,Akoy=N =0, X (1)=X Nr=n ,Z} (50)* \
,,I' { Prob. {As =X |Ax=a Ny (k)=m Ag_y=2 0% 1=3,X (1, =X Nr=n Z)} .:
K '

Prob. {Qy=w |Ay=a Ny (k)=m A=) _=0X (1,}=X Nr=n Z}
Prob. {(yl (k));"_leE |Ak=a ,NM(k)=m ,A,,=X,ﬂ,.=w,X(!k)=X,N7=n ,f}

-
,  m—
2

The first, the second, the third and the sixth factors on the right hand side of the above equa-
tion are given by (16), (17), (19) and (20), respectively. Namely, for the first factor, we have

R
—

- .
- v

Prob. {Ipr =D |Ag_1=>S%_1=3,X (t; =X Nr=n Z} 4

S

! \
y = Prob. {Ipr =D |X (t;}=X Nr=n} = Pp(D |X n k) 4
{ [ L
r. since data sets are conditionally independent. For the same reason, the second factor is given by -
¢ h
B - = :
Prob. {Ny (k}=m |Ipr =D ,Ax_1=3 Y _1=DX (t,}=X Nr=n Z} 3
L/ <)
" ; = Prob. {Ny (k)=m |Ipr =D X (t,)=X Nr=n}
I 2
, _ {PN,,(m—#(D)ID,X,nk) if m># (D) 2
2 U 0 otherwise R
) . »
- Since Ipy (k)=Dom (A, ), the third factor is given by
[ g f'
- Prob. {A, INy(k)=m Jpr =D Ak 1=X%=0X (t)=X Nr=n,Z} 3
: s
(m=#*D)! it pom(a)=D ,
‘ = Prob. {A; [Ny (k)=m Jpr =D X (ti)=X Nr=n} = m! N
. 0 otherwise 3
. N
2 (50) is composed as Po=2P 1P,0uP 3P uPsPs. By the i-th factor on the right hand side of (50), we '
R mean conditional probability P, . ':
\ .
", 2 ,
+ - $
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In the sixth factor, as far as data set z(k) is concerned, the condition by assignment hypothesis
a and the condition by target-to-data hypothesis (w,\) are redundant. Thus we have

Section 4 - * TR-1048-01

Prob. {(y; (k))JLi€E |Ay=a Ny (k)=m A=\ Q=wX (t1)=X Nr=n Z}

= [ Pu@; )i la m X 1 ) L, )
J :

On the other hand, the fourth and the fifth factors merely check the consistency among X,
X, w, Zand a. The fourth factor is 1 if X is the unique parent of A on Z and if

N = Notg Uk (51)

where
Mt = {PULG K) 1j =@} |7ex}  and
Mew = L@@} |i€Dom@NIm @)} .

(52)

It is 0 otherwise. In (51) and (52), Ay is the set of tracks which have been already started in
J&-D and ),,, is the set of tracks corresponding to the targets which A hypothesizes to be
newly detected in data set z(k). The fifth factor is 1 if & is the restriction of w to X in the sense
of (42) and the target-to-track assignment by w is consistent with the target-to-measurement-
index assignment by a, i.e., it is 1 if

ofr) =ArI &) i 1€Xy 53
k= @A) i 1 3

and 0 otherwise. Therefore, for a given target-to-data hypothesis (w,\), the fourth factor times
the fifth factor is 1 if (@,D ,a ) satisfies (42) to (44)** and 0 otherwise. Then, since a is one-to-

one, (44) implies np (A |k)=§# (r |k)=# (Dom (a)). Thus (50) is reduced to

2 In other words, if (Z,D ) is uniquely determined by (42) to (44) from given (w ).
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Prob. {z (K )EE x4m }, A=A D=w | Agy=2,Q =5.X (1, )=X N7 2}
=Pp(D |X n k) Py, (m=np(\[k)|D X n k)

(m =p () [K))!
m!

(34)
f Py((v,)eylam X n »k)jl:ll/l,,(d}', )
E

i m>#(D) and (T.D.a) satisfies (42) 1o (44). Otherwise the left hand side of (54) is zero.
. Equation (34) together with “extrapolation” equation,

Prob. {X (t,)edX |Qy_y=TN7=n Ay _1=\Z}

’ = [ Fa @ IDPEDEE (55 3.2) (55)
X,

implies (39) with (40), which concludes the proof for part [1). Then part [2] follows immedi-
ately: The second statement of [2] for k=0, which should mean (5) in Section 2, is true by
Assumption 2. Suppose the second statement of part [2] is true for k—1. Then , by the inter-

{J changeability assumptions, Assumptions 2 and 9, we have o

[ Pu((y.m) @ 7 Lm,TI(X )1 k) Py, (m =np (x [K) 12D )TIX )1 £) 2
. Pp(x(D) [TI(X )1 k) f Fw,, (T(@X ) IN(X)) P~ (M@X) |8 5p K.Z) :
' X, =

5

—
H
i

is invariant for any n-target permutation homeomorphism II induced by any permutation 7 on
{1,....,;m}. This means that the normalizing constant C{)(. |w\1,Z) is also invariant for all
WEW (A1) (the first statement of part [2]) and the second statement of part [2] is also true for
k. This completes the proof of parts [1] and [2).

Al

4
i Next we will prove [3): To do this, roughly speaking, we must calculate N
P(Z®A, FAx_1NT Z&-D) Let m be any nonuegative integer, E any measurable set in ;"
. (Y,,)", NeH(Z) any data-to-data hypothesis on 7 and n any nonnegative integer such that ::::f
! n2># (\). Then it follows from a straightforward application of Bayes rule and from (40), (54) \\
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and (55) that

Prob. {z(k)eExm 44 siy, A= |Ak_y=N\Nr=n Z)

= E Prob. {: (k)eEx(m Ji Seh A=A =w l‘\k-l=:’nk—l=(“-} I;)NT = ,Z}

~EW ()
Prob. {0 _,=(w %) [Ay_ ;=N Ny =n ,Z}
Z Prob. {t_y=(w %) |Axoy=X Nr=n ,Z}
“EW () (56)
[ Prob. (2 ()EE X tn b Ax =2 Dumw [ Agcr=3 D y=( )X (1 }=X Nr =n 2}
X

Prob. {X (1. )edX |Qy_y=(w I\)Nr=n Av_=X.2 )}

- - - )M =
Z Prob. {l _y=(w{)) ll\k..1=>*,Nr=’T ,Z}Eiﬁnf;;,)‘l))—fc#)(y I i Se |wAn ,Z)/‘;:(a)’)
! £ ]

wEW ()

where X is the unique parent of A on Z and (w|X)eW (X 1) is the restriction of w in the sense of
(42). According to part [2] which has been already proven, C{)(- Jw) 2 ,Z) is invariant with

!
respect to w. By Lemma 1 in the previous section, we have # (W (\ n ))=~—(n _’;-()\))_' and

Prob. {Q4_y=0 | Ap_y=NNp=n Z} = {8 -f!(i))!

for all Z€W (X,n). Hence (46) and (47) follow from (56), thus completing the proof of [3].

Far any m >0, any measurable set E in (Y, )™, and any A€H(Z), we have

Prob. {z (k)€E x {m},A =X |Ax_1=N,Z}
3 (57)
=, 2 Prob {(k)EE X (m) Ay=N | A=K Ny =n Z} Prob. {Nr |44 1=X.Z}

where X is the unique parent of A on Z. Therefore, (48) and (49) follow from (56), (57) and
Lemma 1 in the previous section, completing the proof of part [4]). The reason why
L, (z(k)X\|Z X} is called the likelihood of (z(k)\) given (Z X) is clear in (57). Q.E.D.

An interesting observation ot the general result stated in terms of Theorem I is the normal-
izZing constant of the Bayesian formula at each level, i.e, targer system state estimation —
number-of-target estimation — hypothesis evaluation, which is always used in the next higher
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level. As the final stage of this chain, we have the following corollary: :

V" 2" > T
2

Corollary 10 Theorem 1: The likelihood of the current data set z (k) given the past cumulative
data set 2%V, or the density (in an appropriate sense) of probability distribution of the current
data set Z(k) conditioned by the past cumulative data set Z*~V), is given by

- -

‘s !
: PINymsesZ0 ) = B Li(ymaesh [R247) PD (R 20-Y) 5
£ AeH(Z®) ’
g I s
oo , "
i for each (y n)e U (¥,,)" {mY} and each hypothesis \€H(Z*)) whose unique parent on Z*~Y is 9
s X
" A
' ( S
: e The proof to the above corollary is obvious from (48) and the proof of part [4] of Theorem
* e 1. Theorem 1 gives us a general multitarget tracking algorithm in which the set of vanables to y
L’ propagate forward is (1) all the hypotheses in H(Z) and all the tracks in T(Z), (2) evaluation B!
P of each hypothesis, (3) number-of-target statistics P,S’;) given each hypothesis and (4) tar- :
e r get system state statistics P§) given each data-to-data hypothesis, each number-of-targets .
{, hypothesis and each target-to-track hypothesis. By imposing additional assumptions, we can
: derive many different multitarget tracking algorithms from the general result shown in Theorem .
. [ 1. One of the most interesting result is obtained when we impose the independent target N
. assumptions together with Poisson assumption on the number of targets, which will be discussed 2

in the next section.

b 5. I.I.D.-POISSON CASES

By i.i.d. (independent, identically distributed) - Poisson cases, we mean cases where several
additional assumptions, the most importantly, the independence among targets and Poisson dis- .
tribution of the number of targets are added to our basic assumptions, Asswnptions 1-9. With ::'.
such assumptions, the general result derived in the previous section can be greatly simplified. In =
short, in these cases, we may evaluate tracks and hypotheses separately, and accordingly, the .
filtering equation described by (39) and (40) in the previous section is also decomposed into a set
of track-wise equations. First we will list our additional assumptions:
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Assumption Al: For each positive integer n, the common component of the target system
state space is a formal singleton, i.e., X ={6}> and the space X/ for the individual target states
is identically equal to some hybrid space X, i.e,,

X, =X)" =Xx-xX (n times)
For each n> 0, given N7y =n, the first component X of the stochastic process (X (¢ JN7 ) ¢fr,.x)

is a system (x,); of n time-homogeneous®® Markov processes which are independent to each
other and have common initial distribution

qoldx) = Prob. {x, (1o)cdx}

and state transition probability
fas (dx | %) = Prob. {x, (¢ +&¢ )edx |x, (¢)=%}

In other words, we assume

05 (Flax) = IT ao(ax) (58)
and
3 (Tlds 1@y = I fu @ 17) (59)

for each n>0.

Assumption A2: The a priori distribution of number Ny of targets is Poisson with mean
vy, i.e.,

n

1%
Prob. {Ny =n} = exp(-vp) ;"T

3 X £ will be ignored henceforth.
% The time homogeneity assumption is being made again only to reduce the notational complexity.
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for all n >0.

Assumption A3: The detection of targets is target-wise independent and the detection of
any individual target i depends only on its state x,, i.e., for any data set k, any n>0, any
(x,)-1€X" and any DeD(n), we have

Pp(D |(x ) ain k) = H, Po (6 VDAY =pp (5 [K)I2EDD 60y
(-
with a common target-wise detection probability function pp (- |k) : X — {0,1].

Assumption A4: The number of false alarms in each data set k is independent of target
states or any other elements in the data set, and has distribution py, (- [k), i.e.,

Pn,,(m |D x5 k) = py,, (m |k) (61)

00 .
for any (D xn)€ UlD(n)x X"x{n}. Given the number of false alarms in data set k, the vector
N=

of false alarm measurement values is a system of i.i.d. random elements in Y, with a common
distribution having a density pr4 (- | k) with respect to g,,.

Assumption A5: The error in a measurement originating from a target i in any data set k
depends only on its state x; and can be modeled by a common state-to-measurement transition
probability having a density py (- |- k) : Y, xX — [0,00). Together with the second half of
Assumption A4, we have

P )= la D )i ) = (TL par oy b 5))-( ,ﬁ, el 1K) (e)

J€Im(a)

for each n >0, each (x,).,€X", each DED(n), each m>0, each a€A(D {1,.../m}) and each
0 ) 1€V, )

We should note that Assumptions Al - A5 are assumptions which are “additional” to
Assumptions 1 - 9 made in Section 2. For example, equations (58) - (62) satisfy the requirement

27 For any set A, x(-;A ) is the indicator function of A , i.e., x(@ ;A4 ) is 1if a €A and 0 otherwise.
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of the target interchangeability by Assumptions 1 and 9. Before stating the multitarget tracking
algorithm resulting from these assumptions, we will introduce several helpful notations and
preparations: As in the previous section, we denote the cumulative data set up to k by Z*) and
the corresponding cumulative measurement index set by J*). Let the maximal cumulative data
sct be denoted by Z, ie., Z={z(k)|k> 0}=kL>JOZ("). For each k and each track 7€T (Z), we will

associate a probability distribution on X. First, for each k, we define

_ i) if rlk={} 63
y[flk]—{a it rlk =2 (63)

where 6 is used symbolically to represent the fact that track r misses measurement at data set k.
Thus y [ |k] is the measurement value y; (k) in Y, assigned to track 7 if 7 [k ={(j} and is 4 if
no measurement is assigned to 7 at data set k. Then we define cumulative data set Z restricted
by track €T (Z) by ’

Zy, = {0 k1K) [z (k)k)ez) (64)

which is actually another representation of a sequence (y[7]|1]y[7]2],......) of random elements

in {0}U(‘L€JSY, ).

Consider a Markov process x on X which has initial state distribution gy and state transi-
tion probability fu,. Then, for each 7, we can consider (y[r]kDy>o O equivalently Z|, as a
sequent of observation data from an incomplete observation mechanism which provides a meas-
urement value in Y, if the observation is successful and provides nothing (represented by ) oth-
erwise, for each k, according to the statistics specified by pp and py. Such an observation
mechanism can be modeled by g(- |- k) : (Y,,U{6})x X — [0,00) which is defined by

_ [puG x k)pp(x |K) if y %0 65
80 "*)'{1 ~pp(x k) if y =4 )

for each k. For each cumulative data set Z and each track 7€T(Z), we denote the conditional
distribution of the state of this Markov process at time ¢, conditioned by Z |, (Z restricted by 7)
by p, (- |Z,) which we call track state distribution. Then we have a standard formulation of non-
linear filtering problem with a continuous-time Markov process and discrete-time observation
mechanism defined by (65). Thus we have the following lemma:

30
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Lemma 2: For each track €T (Z®)) on each cumulative data set Z*), we have

P 12y = 0 [F AN Z DY gl b T x Koy, (e 1Z§R-n)

&t 12§y = [ g0y lx k)p, (@5 1Z§50un)
X

for each yeY,; {6} and

f ﬁk"nq(d: lf»“_‘(d\f lzi‘:alj)(k—l))
- X
p(dx 1Z{  u-n) =

[ i @x 1E)g0(d)
X

Lemma 2 provides a tracking algorithm for single-target no-false alarm cases. It is, how-
ever, nothing but a standard form of the nonlinear filtering equations based on sampled data
and is obtained by straightforward application of Bayes rule. Hence, it is not necessary for us to
provide a proof. The algorithm consists of the updating formula (66) with (67) and of the extra-
polation formula (68). Using the notion of track state distribution, the main result of this sec-
tion can be written in form of the following theorem:

Theorem 2: (1.1.D.-Poisson Cases) For each k, let Z=2"), Z=Z*~ and J=J*~V. Then,
for each hypothesis \eH (Z) with the unique parent X on Z, we have

fi) (Target System State Estimate) for each n ># (X\) and for each weW (A n),
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P ([, lon 72) = (I p, (e 120) ( I_]l Py 1Zp))

t€lm(w)
{ii} (Nurnber-of-Target Estimate) for each n ># (\),
) (n=# (1))
PAST (n INZ) = exp(~vy) m

where v, =E (N7 ~# (\) |\,Z) which is given recursively by
vie = (01 Ziy) viy

for each k>0 with c (0| Z ) being defined by (67),
and

fiii) (Hypothesis Evaluation)
PEPOIZ)=CP@)! PEVEIZ) LAk N IEI l+(y[rlk»]Ime)
where C{9(Z) is the normalizing constant defined by
C{(Z) = Ny (k) exp (vieoy=vi) P N2 (k)| Z)
LEA(- |N) is the false alarm likelihood function defined by
LEA; )eim s IN)

= (m=np( [K)! pn,, (m=np (X k) ie/ﬂg) ka0 k)

for each ((; )}y )E DY, Jox {m} with

(69)

(70)

(71)

(72)

(73)

(74)

(75)

being the set of indices for measurements which \ hypothesizes to be false alarms, and L, (: |71m 7)

is the track-to-measurement likelihood function defined by
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uk_lckE\' 1Z,2) if TNJ= (76)
O 1Z A7) otherwise

L (v Izyﬁf) =

Jor each y €Y, U{0}.

Proof: First we will prove [i] and [ii] by mathematical induction. [i] and [ii] are obviously
true for k=08 Suppose that [i] is true for k—1. Let A€H(Z) be an arbitrary hypothesis on Z,
n>#(\) and wEW(A\n). Let DED(n), WeW (A1) and a €A(D J,,(k)) be determined uniquely
by (42), (43) and (44). Then, it follows from the additional assumptions (59) - (62) and from the
extrapolation equation (68) that, for any m >0, any measurable set E in X", we have

JPat0) s lam () k) P, (m=p 3 6) 1D 5 n )
E

PoD 16)md) [ Fim,, (Ll 1G)20P 0 (1, 150 £.2)
-

ka1 \;

= [(Mpu6aer120) ( T1 pra 6, 16)) s (m o 0 1> 1)
E

j€lm(a)

. _ - - (77)
(‘I:]FDD (x Ik)l'(’p)(l -pp(x, lk))(l—x(t'D))) (71€pr‘k(dt:m'zl7))( ‘I:Il p,k(dl’, lZz))
i€lm(D)
= P o016 ( T1 pea s 10))
f( 'I;! Pm (yl(»'("'-) IX_,(,)JC ) (xu(?) |k)P1,(dX..,(¢) |Z|'nl-))( g 0 i 7)) (XU(,) lk))p,k(dlw(,) |Z|,m-))
. E wep w(r)eD
(TT a=potx 1o, (@, 125))
i €lm{w)

where np (A |k) is the number of targets which are hypothesized (by X) to be detected in data set
z(k) defined by (41). Then (69) follows from (77), Lemma 2 and part {1] of Theorem 1, i.e, [i] is
also true for &, concluding the proof of fil.

It also follows from (67) and (77) that the normalizing constant defined by (40) is given by

2 For k=0, the left hand sides of (65), (70) and (72) are defined by (38’), (37°) and (36"), respectivdy.
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CHW) ) mm b sclwin Z) = P, (m=nph k) (k) (j - I(:I") lk)pFA o lk))
—- . — n z) (78)
(I cCaconlZan)( T c@lZan)c@lZp) ™

w(neD w(reD
where each ¢ (- |-) is defined by (67). Obviously, €W (\,n) is arbitrary in (78). To prove [ii],

assume that [ii] is true for A—1. Then, for any n ># (\) and any «€W (A1), it follows from
(78),

Cyma s Lo HEE N p 0, 15 2)

(n = D)
=d M c(8)Zp,) " *O» )
= =) B
for each (y,m)c GO(Y,‘K)’" x {m} where
d =py, (m-np k) |k) (I'EJFI-(I) wfFA 7 1k))( ,I;{DC Va i) lzmz‘))
we (80)

(I c61Zn7)emp(-via)
w(r)¢D

Then, according to part {3) of Theorem 1, (70) and (71) follow from (79) and (80), i.e., [ii] is true
also for k, concluding the proof of [ii].

From (79) and (80), we can calculate the normalizing constant defined by (47) as
COGm sk INZ) = d exp () (v )* O* O &

where d is defined by (80). Let X\, and Ay, be defined by given X, given n and an arbitrary w
through (52) with (a,@) being uniquely determined by (42) and (44). Then we have
# (M pew )=# (\)=# () and

# () ()

(e o 171K]107) (1)
= (ILao k1130 ( I1 vt 7 14112g)

(82)

o

P

ST : "‘3

s

|®.

T
’

'
O,

e

LA R Y
N

LU ol o
S 3 T ) L4

05"

EA RS

4

':ihj hi\::“.. L%

'v— 'P

.
x

.,"

1
l- l' .

ezl b



PR TP TN

1y FM

E . : A

—%

R R T P A NI T R R P RN R R T N R . ¥ Uh axp'ces avl b gt arh i e

¥ Nwm - o B K’

TR-1048-01 -r May 12, 1988 Section §

It follows from (74)-(76) and (80) - (82) that the likelihood L, (z (k)X |Z %) of (z(k)X\) given
(Z,)), defined by (49) becomes

- (L Ty exp(vy —vi-y) L ’
Li(z(K)NZX) = —WL[AQ (k) |X)ngU[T [£)1ZA7) - (83)
Then [iii) follows from part [4} of Theorem 1. Q.E.D.

We should remember the empty track (J is always included in T(Z) and p, (- |ZB) is the
common a posteriori distribution at time ¢ of targets which are not detected in any data set
included in Z. The reason why L, defined by (76) is called track-to-measurement likelihood
may become clear in the following interpretation of hypothesis evaluation equation (72). The
posterior probability of any hypothesis X is the product of

(1) a priori (with respect to the current data set) probability of ), i.e., the past
evaluation P{~"(X|Z) of the unique parent X of X based on the past
cumulative data set Z,

(2) the likelihood LfA(z(k)|\) of a set of measurements indexed by
Jra (Ny (k)N | k) being the set of false alarms in data set z(k),

(3) the likelihood Lc(y[rlk]1Z4nr)=c([7|k11Z4 ;) of a measurement
y{rlk}#0 originating from a previously detected target whose track is
NI #Pin Z,

(4) the likelihood Ly (812, ~7)=ci (0|2, 7) of a previously detected target whose
track is (" #J in Z being undetected in the current data set z(k), and

(5) the likelihood Li(y[71k]|Zp)=vi_1ck(7[7|k]}|1Zp) of a measurement
y 7 |k }#6 originating from a newly detected target (rN\J =g%),

divided by the normalizing constant. Likewise, we call L; (8 | Zp)=v, ¢, (9 | Zpy) the likelihood of
an undetected target remaining undetected.?’

Remark 6: Part [i] of this theorem is valid even without Assumption A2, i.e., a Poisson dis-
tribution on number Ny of targets. In other words, [i] is a consequence of all the independence
assumptions: targets, detection, measurement errors, etc. We should note that the target distri-
butions are independent only when conditioned by a target-to-data hypothesis (w,\). As dis-
cussed in Section 3 (Example 1), when we mix (69), this independence will be generally lost. On
the other hand, for parts [ii] and [iii}, Assumption A2 is crucial. Thanks to this assumption, the
conditjonal probability (under hypothesis A\) on the number Ny =# (\) of targets which are not

2 By (71), this likedihood is nothing but the conditional expectation of the number of targets which are
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detected in cumulative data set up to k is independent of A\ or of any measurement
N (kY . . . . .

((v, (R)); 27 Ny ()i It is also Poisson and depends only on the information about which sen-

sor was up at each particular time, i.e., ({5 k- When we exclude Assumption A2, we must

calculate the a posteriori distribution of number Nr of targets separately for each hypothesis ),

although such statistics depend only on the number # (\) of tracks in X.

Even with the additional assumptions introduced in this section, Theorem 2 provides a gen-
eral multitarget tracking algorithm which includes many existing algorithms as a proper subset
in a sense which we will describe in the next section. Before closing this section, we will show a
batch-processing algorithm as a corollary to Theorem 2.

Corollary to Theorem 2: For each K and each \eH(ZX)), we have
PEOCIZO) = @) (H1L20209) (i (:2) 9.
where B{) is the normalizing constant defined by
K
BR? = P2(20) e (wovg) [Ny (k) (85)
and Iy (r,Z%)) is the track likelihood of T at k defined by
e (2% =l 16,0 [ )12 ) &)

with each ¢, (- |-) being defined by (65).

This corollary can be proved by a straightforward repetitive application of Theorem 2
although one must carefully handle the null track. In order to obtain track likelihood Iy (r,Z%))
for each track r, we need to calaulate the normalizing constant ¢ (- |-) of the filtering process
according to (67), which means that we must recursively calaulate the track state distribution
according to the filtering equations (66) - (68). The track likelihood itself can be calculated
recursively as

not detected in any data set up to and including k .

L

iy,

o

L s P

A% 4

o
&

P

T A N W
. ‘;f.".}.’
S olel g i

.s{l‘
i

24

Ay

g

¥y 1
ATy

Al N
5'»‘-:'-.

O

.v'l"

o ANy

vy

rra. s
LS
)

-

3

e




Y 420 Va0 Vat

- ———

c——

D B

LIRS,

el g b A 0" <atya g aty ata'ali atiet 6yt o iRt Rt Gt it 0 Ra¥ he¥] 008 )8 Pat gt AR ¥R 0T AN TR o e, f
.
A
e,
’
TR-1048-01 B -y 2. 085 Section 5 1
2
(. 7®) 0 if k=0 "3
HOZ) = e 1 IR Z 50 a0 267 otherwise ’
;
or ¢
o
Lz _ if 1N ®=7 2
x(71,2%)) = Naun IZY:F]IJ)("‘)) Loy (rT &=D Z&=D)  otherwise E
; N
"
which follows immediately from (86). As shown in the last equation, the null track likelihood
1.(2,Z%)) is nothing but the expected number v, of undetected targets, which is common for all 7
the data-to-data hypotheses. Using (85) and (86) we can actually calculate a priori probability ]
of each hypothesis ), i.e.,, Prob. {A=)\}. Its calculation, however, involves the whole evaluation Y
processes. This is a reason why we may not use a simple-minded Bayesian expansion such as™ !
o
P(Z X S
P z)y=FEZNp( _
>
>
Rt
; \
h"'.
: $
6. RELATION TO EXISTING ALGORITHMS :;
LYY,
In an appropriate sense, the algorithm provided by Theorems 1 and 2 in the previous sec- !
tions includes representative multitarget tracking algorithms which have been developed up until ,\
now, as a proper subset. This section will show this by describing the relation of our algorithm }Z:
developed in the previous section to representative existing algorithms. Since Reid’s algorithm ’-.
described in [4] gave us the most significant motivation for this report, we will spend dispropo- .
tional space for it. 3
N
73
A
»
% Cf. Remark 5 in Section 3. N
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6.1. Reid’s Algorithm Besides all the assumptions we have made by now, in [4], the indivi-
dual target state transition probability f,, is given by a linear-gaussian model,
x, (1, )=Fix (ty_)+gaussian noise, and the measurement error is also linear-gaussian as
¥, (k)=Hx, (tx )+gaussian noise , where the individual target state space X is a Euclidean space
and matrices F and H are with compatible dimensions. Moreover, each measurement value
space Y, for each sensor s is implicitly assumed 7o be a compact set in a Euclidean space with
search (or scan) volume u,(Y,). In other words, each Y, is the field of view of sensor s. By
assuming uniform probability detection on the field of view for each sensor, we have

Polx [k) = p5™ [ Gy Hex Ry @)
Y,

%

where p*€(0,1), G(-;=) is the density of the zero-mean multidimensional gaussian distribution
with variance matrix Z and R, is the measurement noise variance matrix. Accordingly, the
state-to-measurement transition may be modeled as

Gy -H,x:Ry)
JGt-Hx Ry (3)

k

Py |x k) =

Assume that the initial distribution gy of the individual targets is thinly spread over a large
region and that the measurement error variance R, is very small compared with the field of view
for each sensor. Then we may conclude that each nonempty track has a state distribution
which is well approximated by a gaussian distribution. Thus, for each data set k and each track
€T (Z®)) such that T=rJ (“");-é@, we can approximate the track state distribution
p,( |Z‘Y;“‘)) by a gaussian distribution with mean X |x.; and variance Ty |x_;. Then, for
y €Y,,, the track-to-measurement likelihood defined by (76) becomes

Ly |ZE™) = pS™ Gy =Hiki (k-1 5 He Tk (o1 HE +Ry)

T et 6
det(H, &y —1Hi +Ry) e"P("Z—,\’)

=pp (2)

where

2 - 5 5
X =V ez pi by, e HI +R)! (87)*

3 HT is the transpose of matrix or a vector H.
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Pra(y 1K) = (e, (Yo )™ (89)

When we add a series of approximations mentioned above and the additional assumptions
((84), (85), (88), (89), etc.) to the general algorithm shown as Theorem 2 in the previous section,
we obtain exactly Reid’s algorithm described in [4] if we define false alarm density by

Brak) = vea (kY u, (Y,,) (90)
and density of previously unknown target that has been detected> by

Bar k) = Ly [T 1k11ZT5) = vy a0 [T 16)1Z5) (1)

where y [r |k] is the value of the measurement which is hypothesized by track r to originate from
a newly detected target.

We should note that in [4] the left hand side of (91), i.e., fyr(k), is a constant for any
given k while the right hand side is a function of measurement value y [r |k]. Thus (91) shows a
crucial difference between our algorithm and Reid’s in [4]. In fact, Syt (k) should be a function
of k and the measurement value, since otherwise newly started tracks (hypothetical newly
detected targets) may be given increasingly unjustifiably high possibilities. For example, sup-
pose we are watching an area for a sufficiently long period of time with a reasonably high proba-
bility of detection. Then the chance that we see a target which is detected for the first time in
the middie of the field of view is very low. This is so since if that happens such a target must
have evaded detection many times while moving around or reaching the middle of field of view,
which is very unlikely. To prevent this from happening, Reid proposed to adjust his fyr as
described in a paragraph in [4):

............ , a calaulation of 8yr, the density of new (i.e., unknown) targets, is performed whenever a
data set from a type 1 sensor is received. The density of new targets S,y depends upon the
number of times the area has been observed by a type 1 sensor and the possible flux of undetected
targets into and out of the area.

Aside from the above description, there is no further explanation as to what "calculation” is per-
formed to obtain appropriate Syr. In earlier literature [14] by Reid, a rather heuristic method
for calaulating Byr is described, in which the target state space is divided into many square cells
and the inflow/outflow of undetected targets from cell to cell is considered. In effect, this kind
of procedure corresponds to the calculation of expected number v, of undetected targets and the
state distribution p, (- | Z ) of null track.

M Reid’s terminology in {4].
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The derivation of Reid’s algorithm in [4] is based upon the following Bayesian expansion:
First let

Nor(K) = #(A)~+# (j\k-l)

be the number of newly detected targets in data set &. Reid then assumed that N,y (k) has a

Poisson distribution with a given mean®

3 vnr (k) and that the measurement value y, () originat-
ing from each newly detected target i is uniformly distributed on the field of view, Y, . With

the uniform detection assumption, the density of newly detected target is calculated as

Bnr (k) = vnt KV ps (Y,)

NBF (k) = # (Qk-l(Ak—l)nIDT (k))

be the number of targets which are detected in some data set included in Z%=1) and also in the
current data set z(k). Then, again with the uniform detection assumption, we have

Prob. (NB(k)=n A= 2%V} = —EEs By @ =pS) @) o2

for each XeH(Z*~Y), each integer n such that 0<n <# (X). In other words, the probability dis-
tribution of Nﬁ’?(k) conditioned by A,_, becomes a binomial distribution with mean
# (Ap_)pF*. Then, conditioned by Ny (k) and NSZ(k), the probability distribution of the
number Ny, (k) of measurements in the current data set z(k) is determined by the number-of-
false-alarm probability function py,,, i.., (88). Assuming that NEZ&(k), Nyt (k) and Np, (k) are
independent when conditioned by (A;_y,Z*~"), we have

< - vpa (K} oy (K
Prob. {Ng2(k)=npr Nt (k)=nnt Nra (k)=nga |As_y=X,Z¢ D} = ¢ Tratdria ()

(UFA (k))"n (UNT (k ))HNT # (X)' maxy"DT (| _ p, max # ()mpr
! nnr! onprt(# (X)'"Dr)g(pD T =P

NFa

To obtain the final form of Reid’s algorithm, the following two equations are used:

% pS* is included in vy (k) since Ny (k) is the number of newly targets. Roughly speaking. we have
unt (K)=p5 vy
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- .:
\ Prob. {Ax=) [Nga (ky=nps NBT =npr Nyr =nyr Ae=3Z2%""} 3
nFA ' n'\'T ' nDT ' (# (X)—nDT )' (94)
“ = — d
‘ (s +1p7 +1n7 )| # (V) 7
; X
¢ and »
iy

Prob. {(v; (k) 1€@@y; )y Ny (k)=m A, =\, 2,1}
. = (U, (Y, ) lm > Knar O 16)
- . g |
‘ (95) Lo
( EU G (.Y/' -, i{,(z ?:alj)(k—l) ) H, S,k(Z Y:(.WTI)(““) )HkT+Rk ))/Hlu,‘ (dyl- ) 8
T old !

< rik={} H &

where x,k(Z i,m(n-n)) and T, (Z Y:a],(k-n) are the mean and the variance of the track state distri- R
bution p, ( IZj Da-y)) which is assumed to be gaussian. L
Reid obtained his final form by multiplying the three key equations, (93) - (95). In all of ”
these equations, target interchangeability is used implicitly. With closer observation, we may

i question the exactness of these equations: For example, when we integrate (95) over (Y, )", the

e LR PP

integral will be strictly less than one while it should be exactly one. This is so because Y, is a

compact and hence a proper subset of a Euclidean space. Moreover, (93) and (94) are valid only
when the probability of detecting targets which have been detected before is the same for all o)
A such targets. For example, if a target leaves the field of view of a sensor, such an assumption I
certainly invalid. The same conclusion may be said when a target is detected by a sensor but is
outside of the field of view of another sensor, or when a target is on the edge of the field of view
of a sensor. On the other hand, according to our formulation shown in the previous sections,
the statistics NB’? (k) can be calculated as g

< J

»
% %%

TS

5 4 %

Prob. {Ngf=n |A,_,=X,2*-Vy

: = Z{IE—I(IPD(X |k)p,, (dx lZYQ'l)))Gm(l -pr(x |k )p,, (dx |ZY;-1)))1—€G‘) o
! TEX % . )

P S e

: | E:X—»{O,l},%é(?'):n 3

%

Similarly, the statistics on number Nyr (k) of newly detected targets on data set k is calculated "y
as

42
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Prob. {Nyr (k)=ny7 [Ar_1=22% "D} = exp(=v4p) '(i,:;pr—)ri (96)
for any NeH(Z* 1) where
p= {.”D"‘ 1£)p,, (@ 1257)
, ‘ Namely, in our formulation, the Poisson assumption on the total number of targets plus

independence assumptions together imply that the distribution of the number Ny7 (k) of newly

detected targets at k is Poisson. While, in {4], (96) is used as an assumption. Traditionally,
l newly detected targets are treated by a very ambiguous notion of "Poisson arrival” with which
any underlying target model is not clearly stated. Our formalism is based upon a very simple
‘ observation that, if a target is newly detected, it must exist. This includes the case where a tar-
b j get is born in the middle of the field of view of a sensor. In other words, our concept of
existence is independent of time.

r, {7

: [J Reid also extended his linear-gaussian result outlined above to non-gaussian cases (totally
.‘ discrete space and hybrid space) in [12], [15] and [16]. Besides the problem mentioned above, the
y r uniform detection assumption may be inadequate in some applications. For example, when a

surveillance region includes masking areas or sensor’s detection is highly dependent on a target
state component (such as MTI-type radars, emission-detection type sensors, radars with cross-
section sensitive detection, etc.), this assumption may be unacceptable. In such a case, the
detection probability function must be included in an integrand of the track-to-measurement
likelihood rather than a constant multiplier, and accordingly, the track state distribution must
be updated by assumption that the hypothesized target has evaded the detection. When we
ignore this consideration, however, there is no need for re-evaluation of either hypotheses or
L track state distributions by a no-measurement data set (§,0¢,5). This is why Reid separately

|

treats type-2 sensors which generates only data sets each of which contains at most one measure-
ment. Apparently, when no-measurement data sets are valuable information, such treatment is
inadequate.

6.2. PDA and JPDA Asshown in the previous subsection, the most difficult part of multi-
targe' tracking problems arises when the number of targets is not known so that we must
hypothesized each measurement as a potential new target which has not been recognized before.
Thus if the number of target is known, considerable simplification is possible. The PDA (Proba-
bilistic Data Association [17] ) and the JPDA (Joint Probabilistic Data Association [18) and [19] )
algorithms are based upon the assumption of known number of targets. Moreover, one of the
underlying assumptions for these algorithms may be characterized as targers with a priori identif-
ication as discussed later. First, we will show that our algorithm can be reduced to PDA or
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JPDA algorithm with additional assumptions:

To do this, aside from all the assumptions made in Sections 4 and S, we add an extra sen-
sor which we may call "super sensor” providing a priori information on targets. Let § be
SU{F} and TE&S. Assume that, at k=0 and only at k=0, sensor ¥ provides a data set
((v, (0))"1n £0.5) and that, in this special data set, the probability of detecting all the targets is
one and there is no false alarm. The effect of having this special data set is twofold; (1) The
number of targets is exactly known, i.e., Nr=n, and (2) targets are labeled by measurement
index (i 0). Suppose, as a result of update-by-measurement, we have the track state distribution

P IZ‘% oy) for track {(i ,0)}. For each data set k>0, because Prob. {Nr=n}=1 the likelihood
of any measurement originating from a newly detected target is always zero. Therefore, when
we extend every cumulative data set to include the super sensor data set k=0, all the hypotheses
in H(Z) for any cumulative data set Z with positive a posteriori probability have the same
number of tracks which uniquely correspond to each other through their unique predecessors on
Z©®. On the other hand, H(Z) is a mutually distinct and collectively exhaustive. set of
hypotheses on Z, or {{A,=)}|\€H(Z)} is a partition of the underlying probability space which
is measurable with respect to the o-algebra generated by cumulative data set Z. Therefore, we
can combine®® data-to-data hypotheses provided we know which track corresponds to which
track in each hypothesis. For example, when X\; ={r{,7;} (i =1,2) represents a two hypotheses on

PaXiCa b W Iat 836 3, ¥ KOO O M W WY YRR 0 g% " giavaty st Yy b dat (a0 G RN Wy L A A A A i A

@ o mxd
(¥ R

L
-

ad et o o

" A
-

"5 S
Wt

'y

;- "ii“,“i "
K A A

l‘“‘f'

d

. . L. ) W
a cumulative data set Z%), if we know 'r,-l and 'r,'2 originate from the same target for each j, then ‘
we can combine these two hypotheses into one hypothesis A={r;,7;} so that each "combined” - :
track 7; has track state distribution T
X
& ‘TT! . 1
P 1Z8) =, C1ZED) Pu 129 + p, ¢ 12§D Pu02|2%) 97) L '::
lH o
Having included a “super” sensor, we know exactly which track goes to which track. Therefore, .
we can actually combine all the hypotheses at each k thereby propagating only one hypothesis :;
to the next data set. Moreover, by manipulating the individual target state space, we can have N
different kinds of target dynamics assuming that such information is also provided by the -
"super” sensor. From another view point, by having the "super” sensor, the targets are given a G
priori identification. Therefore, for "non-super” sensors, the origin of every measurement is con- !v
sidered in reference to such target identification. This kind of approach may be appropriate "__
when the targets of interest are positively identifiable and their number is small. We have thus '.:.:
derived an extended version of PDA (N7 =1) and JPDA (N7 > 0) from our general algorithm N ’
shown in Section 6. We also have shown that, in an appropriate sense, multitarget tracking o
without a priori identification (labeling) is more general than that with a priori identification. .,
!
Like Reid’s algorithm, the PDA and JPDA algorithms assume the linear gaussian target .‘;-.'
{
t‘?
% Combining hypotheses is one of the critical topics in implementing any multi-hypothesis multitarget ®
tracking algorithm and will be treated more thoroughly in Part I of this report. "
15 ’A
~
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dynamics and measurement mechanisms. PDA uses so-called “improper” distribution®’ and
JPDA uses the Poisson number-of-false-alarm assumption (88). Also each track state distribu-
tion is assumed to be gaussian. When combining hypotheses, track state distribution of each
"combined” track is therefore the sum-of-gaussian distribution with a posteriori probabilities of
hypotheses as weights, as in (97). As in Reid’s algorithm, such a sum-of-gaussian distribution is
then approximated by a gaussian distribution both in PDA and JPDA. Therefore, the JPDA
algorithm may be obtained also from Reid’s algorithm by letting the newly detected target den-
sity be zero and by assuming a "super sensor” as discussed above, when hypothesis combining is
performed to its extreme degree (combine-all). However, we must admit that the above disaus-
sions are slightly artificial and lack in theoretical rigor by introducing an artificial "super sen-
sor.” More rigorous treatment of targets with a priori identification (labeling) should be done by
an analysis which is similar to that in Sections 3 and 4 but without a priori interchangeability
assumption, Assumption 2. In such an analysis, we must evaluate target-to-data hypotheses
rather than data-to-data hypotheses. Then hypothesis combining is performed on target-to-data
hypotheses. In effect, this combination is equivalent to the mixture of target system state distri-
bution via target-to-track hypotheses, which was discussed in Section 3 in terms of Example 1.
Therefore, the JPDA algorithm involves the two major approximations: (1) approximation of
sum-of-gaussian distributions by gaussian distributions and (2) approximation of dependent dis-
tributions (resulting from target-to-data hypothesis mixture — or hypothesis combining) by
independent distributions. To the best knowledge of the authors, the second kind of approxima-
tion involved in the JPDA algorithm has not been noticed up to date.

Several minor differences of the JPDA algorithm from Reid’s algorithm may also be
observed. One of the differences is the treatment of validation regions. In Reid’s algorithm, the
probability of a measurement falling out of the validation region of any track is ignored. As
mentioned in Section 6.1, the data validation can be appropriately viewed as an approximation
in Reid’d algorithm. On the other hand, in PDA and JPDA algorithms, the probability of "real”
measurement falling out the validation region is explicitly considered. Moreover, a delicate con-
ceptual difficulty arises from the fact that, in [17] - [19], hypotheses are formed based upon the
result of data validation. This results in a slight difference between the PDA and JPDA algo-
rithms, i.e., when we let the number of target be one, the JPDA algorithm does not coincide
with the PDA algorithm®®. Nonetheless, unless validation regions are inadequately small®, the

treatment of data validation should not affect performance of any multitarget tracking algo-
rithm and such delicate difference resulting from different treatments of data validation should

3 An improper distribution is a probability distribution P on a measure space (X B,u) having a con-
stant density p on X with respect to 4 when u(X )=cc. However, apparently such a probability distribu-
tion never exists. More plausible modeling will be obtained when we assume that, for each data set A, the
number-of-false-alarm prabability function py_ (- |k) is constant on {0,1,....,.NE¥(k)} with a priori
upper bound N*(k) When there is no newly detected target in the data set, this upper bound does not
affect the hypothesis evaluation because of the cancellation as far as the number of measurement N, (k)
does not exceed Nf5**(k). Therefore, we can chose any upper bound even after the data set is received.

38 After adjusting both algorithms due to the difference of the number-of-false-alarm distribution assump-
tions.

¥ In such a case, we can easily imagine that any algorithm may not perform well.
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.f\
be negligible. In the JPDA algorithm, the probability of detection is assumed to be a function of !
"targets.” However, for each given target, the detection probability is a constant and indepen- .
dent of its state Like in Reid’s algorithm. As recognized widely, both PDA and JPDA algorithms o
implicitly assume separate a "track initiator” which provides all the a priori information, i.e., the Q'-
number of targets and state estimate for each target. Then we may call algorithms such as PDA b
and JPDA "track continuation." It is obvious, however, these two processes, track initiation and ":'z
track continuation, cannot be carried out independently in general cases. Let us call a system for 3
track continuation a track exender tentatively. For example, a newly detected target may pro- "
duce a measurement in a validation region of a track maintained by a track extender and may . "
be ignored by both because a track extender considers it as a false alarm and a track initiator 4
considers it as a continued track. In such a case, both must negotiate. In [4], Reid shows that I 4
his algorithm can be used for track initiation and continuation simultaneously. The clustering :5

procedure described in [4] and discussed in Part II of this report then provides a way to perform
these two processes separately as far as it is possible. As shown in Part II of this report, how-

-~ 3
L2

ever, the Poisson assumption of the number of false alarms in each data set is a crucial assump- i
tion to enable the clustering procedure. Y
b

P

6.3. Morefield’s Algorithm Morefield’s paper [11] motivated us in selecting appropriate
definitions of tracks and hypotheses. As mentioned before, our definitions are different from his
in that we have separated the measurement-value information from the number-of-measurement
information. By this separation, we have succeeded in treating tracks and hypotheses

et =
AL A s I

mathematically nigorously as shown in Sections 4 and S. Although this report was motivated J ~0
considerably by Reid’s paper [4], it does not clearly defined tracks and hypotheses. In [17] - [19] ™ Ny
for the PDA and JPDA algorithms, only target-to-data hypotheses are in effect considered. o ;‘;
Before discussing Morefield’s algorithm which uses a (-1 linear programming technique, we will f\'
show a general batch-processing algorithm which is obtained by adding the Poisson number-of- o
false-alarm assumption (88) for each data set. J $ :
<.
With this additional assumption, for each k, false alarm likelihood L4 defined by (73) in '.'.‘ﬁ
Section 5 becomes )

e T
r

FA »
z(k)|\) = exp(~vg4 (k I1 Va (k (k) |k o
LAY = eplvea k) TT - vea(Kdpra 0, () 14) 8) :
v
for each hypothesis \€H(Z*") where jr4 (-, |k) is defined by (75) in Section 5§ and vg, (k) is the SRS
expected number of false alarms in data set k. For each data set K and each track €T (Z(K )), _,:
define the modified track likelihood by ﬁ_:
e
o
~ Ck(y[le”Z ‘: 1,])(l-l)) Ly
KI(";Z(K)) =l kfIl s 0 €ECTTRD 99) [
(vra (K)ora O [7 1] [K)) o
o
b
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where

_ 1 iy 100
e(y)—{0 if y=0 (100)

Then it is easily seen that we can restate the resvlt of Corollary 1o Theorem 2 in Section § as

PEINZ®) = @) Té{ﬁ(rl‘”) (101)
with
- K
B) = P22 expliomvie) ep(Svra (k) e (102)

for each K and each A\eH(Z*)). In (84) and (101), the product over the empty set is defined as
one as usual. Take the logarithm of (101) and ignore the normalizing constant. Then we have a
function Ay :H(Z®))—~IR defined by

he () = Dloghr,2¥N = S logl(n,ZKN) x(7 3 3) (103)
€) €T (ZEN{Z)

for every AeH(ZW)).

. Thus the problem of obtaining the maximum a posteriori probability (MAP) hypothesis A
at K is equivalent to that of maximizing hgx (3). In (103),

(X(7 3 M) er 20 gy € {0,1)T D)

for each MeH(Z¥)) or each X\ can be considered as a 0-1 vector with dimension
# (T (ZON {23)). Namely, H(Z®)) is isomorphic to a subset

F = {xe{O,l}T(Z(K’)\{@) Ix,,+x,:_<_1 for all (ry,m5) such that 7,57, and r,ﬂrz;AZ}

of {O,I}T(Z(K))\{@). Define a binary matrix AG{O,I}U(Z(KD\{@»”(” by
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Acyay=x(GA):7)
for all r€T(Z¥N{21} and all ( 4)eJ®). Then we have
F = {xg{0,1}T@ M0 | ax<1)

where le{O,l}"m is the all-one binary vector. Thus the problem of maximizing (101) or
equivalently (103) over the set of all the hypotheses in H(Z%?) can be rewritten as a 0-1 linear
programming

find x&{0,1)TENDY which
maximizes ¢’ x

subject to Ax<1

where c€RT@* M@} is defined by

¢, = ‘0&(7(7,2(1( )))

for all r€T(Z¥)). To solve the above linear programming, we need a special algorithm which is
extensively discussed in [11]. Although we are not certain, some of algorithms for solving classi-
cal assignment problems such as Munkres’ algorithm[20] or modified Munkres’[21] may be appli-
cable or modified to solve the above problem formulated as a linear programming.

The modified track likelihood can be recursively calculated as

Yo if k=0
~ Ck(V[TIk”Zikf)-u(k))
7,Z2%) = i else if y[r|kls
) = A O T TR Ykl
ck (6 IZY:AJ(:‘)) othenvise
or
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%

A

Vi it 1N ®=2

~ (v [rlk]lZY‘) oy, t.

(2% = 0 else if y (7 |k]#D -

i Vra (K)pea O[T [K] 1K) !
y k) I

(0124 500) otherwise X

\‘

o4

for each k and each r€T(Z®)). Thus (101) also provides algorithms in which track likelihood for
each track is recursively calculated and hypothesis evaluation is performed by multiplication of i
track likelihoods. In [11], like Reid’s (in [4]), PDA, JPDA and other many algorithms, target
dynamics and measurement mechanisms are modeled as linear-gaussian. Therefore, we can
repeat the process shown in Section 6.1 to reduce the general algorithm derived in Section 5 to .
Moreficld’s algorithm. However, two comments may be noteworthy: (1) The probability of )
& detection is totally ignored in the track likelihood in [11). (2) The target density information is )
also ignored in [11]. When the probability of detection is reasonably high and the value of track é:j
likelihood is dominated by gaussian terms, the above (1) may not be any deteriorating factor. “

-

l The above (2) was given some consideration in [11] as part of a priori information represented o
4 ' by P (\) which we cannot define and/or calculated easily as mentioned in the last paragraph in t:
-, Section 5. We should note that our formulation in terms of (101) does include all the a priori -~
L information regarding targets and sensors. pl

6.4. Goodman’s General Model In [5] and [8], Goodman describes a model which is a gen- ’:_

,, eralization of conventional linear-gaussian models and derived an algorithm based on it. The R
. final results in both papers are very complicated and are spread out through over more than ten ’.:
equations. We will try to extract the essence of his approaches and results as much as possible. e

o Since the result in [8] is incorporated into [5], we will discuss only [5). Our assumptions, ke
{.. Assumptions 1 - 9 and Assumptions Al - A5, made in Sections 2 and 5 are all shared by the set N

assumptions made in [5] except for those listing below*’: !

;

: E (1) The number of targets is possibly infinity. .ﬁ
(2) The detection of an individual target is represented by a Markov process. )

[ (3) Possibly unresolved measurements, i.e., merged measurements are considered. '
r One of the causes which make [5] and [8] very complicated and difficult to follow is the 2
' inclusion of the targets’ birth-death processes. This may be handled more simply by setting the :f.
individual target state space as )y

X = xgeolotauonnl X {dead alive }X xolher discrere componenis :‘-:
Targets are indexed by positive integers and every positive integer corresponds to a target which N

“© Plus other minor details which the authors may have overlooked. :'

N
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may "emerge.” Therefore, (9) in Section 2 may be modified as
I ={i€Z, | target i once lives) ")

and N7°=# (I7°). Then, in [5], the probability of NS =c0, i.e., [°=ZZ,, may not be zero. This
may cause some mathematical concern because R™ is not a locally compact space with the usual
direct-product topology. However, with an appropriate assumptions on the birth-death process,
at any finite time ¢, the number of targets which has been born up until ¢ (including already
dead ones) is always finite. Also the inclusion of possibility of merged measurements makes the
discussions in [5] very complicated. We will therefore retain our no-merged-measurement
assumption in the following discussion. The above assumption (2) in [5] is rather questionable.
In Assumption (I-6) of in Section 11.4 of [S], it is stated that the detection probability of a live
target may be function of its state and "typically could be a monotonically decreasing function
of the distance between the positional components and the location of the centroid, for example,
of sensor system.” This statement may conflict with the markovian assumption of target detec-
tion. The authors believe that the conditional independence assumptions, i.e., Assumption 4 in
Section 2 and Assumption A3 are more plausible and realistic. The target dynamics and meas-
urement mechanisms in [S] are modeled by "so-called" event-driven linear systems, i.e., for target
i, we have

dx(e) = F (e )3 et + G (e%e ) Jabw, (0 ) + wi (50 ) Jar

and
YE(te) = HE) L) + vi(t)

where x7(¢ ) and x%(t ) are the continuous (geolocational) and the discrete*! parts of the i-th tar-
get, respectively. yf(t,) is the continuous part of the measurement in data set k originating
from target i while y(t,) have a certain transition probability from (x,)(t, ). x4, ).

The uncertainty of measurement origins and hypotheses on it is modeled as follows: For

each data set k, let the set of measurement values originating from detected targets and false
alarms be denoted by

Ne (6)

((},‘FA(k ))1 -l fNFA (k ))

and

4! {dead ,alive } component being excluded.
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(LT K, e1,p @ ylor (K))

where Ng, (4) is the random integer representing the number of false alarms and Ip; (k) is the
random sct of detected-target indices. Then, for each k, the uncertainty of measurement origins
is modcled by a random function a, which has formal disjoint union

({1 Nea RIP{FAY) U (Ipr (k)< 4DT })
as its domain and takes values in
Juk)=A{1,....Ny(k)}

where Ny (k)=Npr(k)+Ngs (k)=# (Ipy (k))4+# (Jr4 (k)) is the number of measurement in data
set k. Every a, is then assumed to be one-to-one. Conditioned by its domain and range, every
realization of a, is assumed to be equally probable. For each data set K, define a random set
15) by

K
1% = (U lor 6)x{DTY) U {0} .

Let J%) be the power set of the cumulative measurement index set J&) e,
J®=g 1y |

Define a random mapping Q), from 1%) into J&), by

K
{low(i)k) 1<k <K } it i € Ulpr (k)x{DT}

0%%) = | x
Ut FA) K 1Si SNpa )y ifi=0

whose realizations are called labeled partitions. Then we have

O®i)# &3 for all iel*N{0} ,
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Nr (kN (k) S
X
o
Each term of the right hand side is then expanded as ::E: /
bl
o
P(Q® Ny (k)N (k) Npe (k) [Q-D-ZE-D) Ny
= P QW |Nnr (k) NBE(Kk)Nra (k)NT (k) Npew (k) =
) ':\“-
P (Nn1 (k) NBE (k) Nga (k) INT (k) Npr (K)) A
P (N7 (k) | Npey (K),Q%1) P (N, (k) 1Q*-1) o
¥
Namely, like in the derivation of Reid’s algorithm discussed in Section 6.1, a crucial step to ::-::
derive the multitarget tracking algorithm in [5] is a Bayesian expansion by means of the number Oy
«Q (K) . .. )iy )z ~1(K . .. e
2 W(?,}C)n the set of false alarms, Q'" ’(0), is not empty. If it is empty, {QXi) |icl )\{O}} is a partition g
of J\*7, J
&
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QM) N QX Xy =3 for all (i, )el®x 1) such that i#i' and

U Q%) = %)
)

el

Namely, the image of random function Q) is a partition* of J®) but, as a function, Q&)
attaches labels to each element of the partition. Each label is either a target index (i>0) or a
common false alarm label. Since the false alarms are independent, this formulation is equivalent
to (Q ,A,) defined by Section 3. In other words, a labeled partition in [5] is another representa-
tion of a target-to-data hypothesis defined in Section 3.

Then the evaluation of each labeled partition, or equivalently of each target-to-data
hypothesis, done in [5] generally follows the steps taken in the derivation of Reid’s algorithm in
4] as

P (2 (k).Q® [Z-D,047D) = P (2 (k) [Ny (K).QW ZE-D)P (Q Ny (k) |01, 2%-)
The second factor on the right hand side of the above equation is calculated by the measurement

error and false alarm value models while the second factor is subsequently expanded by number
k
Ny (k)=# (Iff)=# (Ellr (k)) of targets born up to t, and number N, (k) of newly born targets
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Nyt (k) of newly detected targets, the number NEg{(k) of targets which has been detected belore
and detected again at K and the number Ng4 (k) of false alarms. As mentioned in Section 6.1,
this kind of expansion is useful only when the detection probability is not functionally related to
target states. Thus the comments made in Section 6.1 may be relevant also to [5].

As opposc 1o Reid [4] and Morefield [11] which evaluate data-to-data hypotheses, (5] evalu-
ates target-to-data hypotheses as in the PDA and JPDA algorithms. As partitions of the under-
lying probability space based upon the available information, the partition by target-to-data
hypotheses is finer (sometimes considerably finer) than that by data-to-data hypotheses. This
may cause both theoretical and practical problems. As discussed in detail in Part II of this
report, the number of hypotheses poses always serious problems to any kind of multi-hypothesis
tracking algorithms. One of the solutions is to combine or “"aggregate” hypotheses. As men-
tioned in Sections 3 and 6.2, when hypotheses are combined, we may introduce cross-correlation
among targets, which sometimes may require a large amount of memory. On the other hand,
the infinite number of potential targets may cause some theoretical difficulty. For example, sup-
pose a sensor observes a single measurement at one scan when no other data set has been gen-
erated and when we know there is no false alarm generated in this scan. Then we know at least
one target has been born and detected. If we assume that the number of potential targets one of
which may be the detected target is infinite, the probability of each target-to-data hypothesis is
zero while we have one data-to-data hypothesis having probability one. Moreover, the assump-
tion that each newly born target appears uniformly in a given space may be questionable.

7. CONCLUSIONS

A general multitarget tracking problem without a priori target identification (labeling) was
formulated and a Bayesian solution to the problem was given. This formulation may be the
most general within the assumption of no prior identification of targets. We did exclude, how-
ever, the possibilities of merged or split measurements. Inclusion of either one of these possibili-
ties may cause considerable complication. We have shown that, when targets do not have a
priori identification, we need to evaluate only data-to-data hypotheses and evaluation of target-
to-track hypotheses is unnecessary. However, the consideration of target-to-track hypotheses
was a key step in deriving our general algorithm. For the cases where several additional
assumptions are made, called i.i.d. Poisson cases, the general result was reduced to a much
simpler form. From this form, we can derive many specialized forms depending on the real
problems.
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We have also shown that, even when the algorithm is restricted to the i.i.d. Poisson cases,
it includes most of the representative existing multitarget tracking algorithms as a proper subset
in an appropriate sense, thereby providing a unified view on multitarget tracking problems.
Besides generality, our theoretical and practical contributions include the following two aspects:
First we considered the dependence of target detection on target states explicitly and incor-
porated it into our final form of the algorithm. This may be very important since, to the best
knowlcdge of the authors, this dependence has been long neglected in the multitarget tracking
literature while, in a practical sense, it is not negligible in the case of sensors with target state
dependent detection characteristics. This will cover many practical issues such as radial velocity
dependent detection by MTI-type radars, terrain masking, range and/or cross-section dependent
detection by radars, radio-emission and/or target-activity dependent sensors, etc. Secondly we
defined the likelihood of a measurement originating from a newly detected target in a very clear
term. This provides the density of newly detected targets in Reid’s algorithm with a tran-
sparent meaning. Moreover this eliminates a very ambiguous but often used notion of Poisson
arrival of newly detected targets. QOur basic viewpoint is that, whenever any target is newly
detected by a sensor, it has been evading detection up to that point either because of failed
detection or because of zero detection probability, i.e., because it has been out of field of view of
any operating sensor, not active generating no detectable signal, not moving, thereby creating no
radial velocity, etc.

As seen in Sections 4 and 5, the general multitarget tracking algorithm reduces the problem
into a number of filtering problems that are subproblems, in either general or i.i.d.-Poisson cases.
This means that all the filtering techniques developed up until now* are valuable sources for
multitarget tracking. On the other hand, we may say that hypothesis management is one aspect
truly unique to multitarget tracking. By hypothesis management*, we mean many techniques
to reduce the number of hypotheses while maintaining reasonable performance of the multitarget
tracking algorithms. A variety of techniques have been developed in the past two decades.
They provide us with very valuable information whenever implementational issues of any algo-
rithm are concerned. For example, the "combining” of all the target-to-data hypotheses in PDA
and JPDA algorithms can be viewed as a particular hypothesis management technique. At
A.l. & D.S. , we have developed a general-purpose system for multitarget tracking, called GTC
(generalized tracker and classifier)*, which has been implemented in SAIL-, C- and LISP- pro-
gramming languages. Implementational issues will be discussed in Part II of this report together
with several examples created by GTC.

3 See [22] for one of the most recent survey papers on this topic.
“ Terminology borrowed from Al (artificial intelligence).

* The "tracker" part represents state estimation of geolocational entities while the “classifier” part any es-
timation of discrete entities. See [23] for a concise description of GTC.
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